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Banach-Mazur distance to the cube

@ We shall discuss the radius of B, with respect to ¢, defined by

Ree = max{d(X,€5.) : X € Bn}.
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Banach-Mazur distance to the cube

@ We shall discuss the radius of B, with respect to ¢, defined by

Ree = max{d(X,€5.) : X € Bn}.

What is the asymptotic behavior of R7, as n tends to infinity?
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Banach-Mazur distance to the cube

@ We shall discuss the radius of B, with respect to ¢, defined by

Ree = max{d(X,€5.) : X € Bn}.

What is the asymptotic behavior of R7, as n tends to infinity?

@ One clearly has R, < diam(B,) < n and the fact that d(¢5,,¢5) = /n shows that

Vn <R < n.
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Banach-Mazur distance to the cube

@ We shall discuss the radius of B, with respect to ¢, defined by

Ree = max{d(X,€5.) : X € Bn}.

What is the asymptotic behavior of R7, as n tends to infinity?

@ One clearly has R, < diam(B,) < n and the fact that d(¢5,,¢5) = /n shows that
Vn <R < n.
o Lower bounds: Szarek, using random spaces of Gluskin type, proved that

R2 > cv/nlogn.
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Szarek’s theorem

@ It is more convenient to work with the dual quantity
R1 = max{d(X,4]) : X € B,}.
Since d(X™, Y*) = d(X,Y) we see that R}, = Rf.
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Szarek’s theorem

@ It is more convenient to work with the dual quantity
R1 = max{d(X,4]) : X € B,}.
Since d(X™, Y*) = d(X,Y) we see that R}, = Rf.

e Let Gi,..., Gy, be independent standard Gaussian vectors in R":

G eB) =1m(B) = [ e P2
]P)( i € )—'Yn( )— (271_)"/2 Be X.
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Szarek’s theorem

@ It is more convenient to work with the dual quantity
R1 = max{d(X,4]) : X € B,}.
Since d(X™, Y*) = d(X,Y) we see that R}, = Rf.
e Let Gi,..., Gy, be independent standard Gaussian vectors in R":
P(G: € B) = v,(B) = W/Be*'”z“dx.
o We define the symmetric random polytope

Gm = conv{=£G,...,£Gn}.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018



Szarek’s theorem

@ It is more convenient to work with the dual quantity
R1 = max{d(X,4]) : X € B,}.
Since d(X™, Y*) = d(X,Y) we see that R}, = Rf.
e Let Gi,..., Gy, be independent standard Gaussian vectors in R":

G eB) =1m(B) = [ e P2
]P)( i € )—'Yn( )— (271_)"/2 Be X.

o We define the symmetric random polytope

Gm = conv{=£G,...,£Gn}.

Szarek, 1990
Let 6 > 0 and m = [n'*?|. With positive probability, d(Xg,,,£7) > c(6)/nlog n.
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Szarek’s theorem

@ It is more convenient to work with the dual quantity
R1 = max{d(X,4]) : X € B,}.
Since d(X™, Y*) = d(X,Y) we see that R}, = Rf.
e Let Gi,..., Gy, be independent standard Gaussian vectors in R":
P(G: € B) = v,(B) = W/Be*'”z“dx.
o We define the symmetric random polytope

Gm = conv{=£G,...,£Gn}.

Szarek, 1990

Let 6 > 0 and m = [n'*?|. With positive probability, d(Xg,,,£7) > c(6)/nlog n.

@ The proof involves a precise distributional inequality on the s-numbers of random
Gaussian matrices, which is a quantitative finite version of Wigner's semicircle law:
if G(w) is an n X n matrix with independent N(0,1/n) Gaussian entries, then

P(w: ck/n < sok(G(w)) < cak/n) > 1 — czexp(—cak?),
for all k < n/2, where the ¢;'s are absolute positive constants.
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Lower bound for R,

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > cn®°log™" n.
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Lower bound for R,

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > cn®°log™" n.

@ The space X with d(X,¢]) > en®®log™? n'is, as in Szarek’s theorem, a Gluskin
space.
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Lower bound for R,

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > cn®°log™" n.

@ The space X with d(X,¢]) > en®®log™? n'is, as in Szarek’s theorem, a Gluskin
space.

@ Let Gi,..., Gy be independent standard Gaussian vectors in R". We define the
symmetric random polytope

Gm = conv{£Gi,...,£Gn}.
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Lower bound for R,

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > cn®°log™" n.

@ The space X with d(X,¢]) > en®®log™? n'is, as in Szarek’s theorem, a Gluskin
space.

@ Let Gi,..., Gy be independent standard Gaussian vectors in R". We define the
symmetric random polytope

Gm = conv{£Gi,...,£Gn}.

o We also consider the n x m Gaussian random matrix ' with columns G, ..., Gn.
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Lower bound for R,

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > cn®°log™" n.

@ The space X with d(X,¢]) > en®®log™? n'is, as in Szarek’s theorem, a Gluskin
space.
@ Let Gi,..., Gy be independent standard Gaussian vectors in R". We define the
symmetric random polytope
Gm = conv{£Gi,...,£Gn}.
o We also consider the n x m Gaussian random matrix ' with columns G, ..., Gn.
@ In order to show that R{ > p for some g > 1 it is enough to show that

IP’(there exists a cross-polytope P such that 9G, D oP D Qm) < 1.
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@ Assume that Gy, ..., Gy are defined on the probability space 2. For a given w € Q,
if a cross-polytope P is contained in Gm(w) then, by Carathéodory’'s theorem, its
vertices are convex combinations of at most n of the vectors +G;, and hence

P =T(w)A(Br)

for some m x n matrix A with the property that the support of every column of A
has cardinality at most n and that every column of A has ¢{-norm at most 1.
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@ Assume that Gy, ..., Gy are defined on the probability space 2. For a given w € Q,
if a cross-polytope P is contained in Gm(w) then, by Carathéodory’'s theorem, its
vertices are convex combinations of at most n of the vectors +G;, and hence

P =T(w)A(Br)

for some m x n matrix A with the property that the support of every column of A
has cardinality at most n and that every column of A has ¢{-norm at most 1.

@ We consider the class A, » of all m x n matrices that satisfy these conditions:

|[suppcol;,(A)] < n and Jcoli(A)|1 < 1.
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@ Assume that Gy, ..., Gy are defined on the probability space 2. For a given w € Q,
if a cross-polytope P is contained in Gm(w) then, by Carathéodory’'s theorem, its
vertices are convex combinations of at most n of the vectors +G;, and hence

P =T(w)A(Br)

for some m x n matrix A with the property that the support of every column of A
has cardinality at most n and that every column of A has ¢{-norm at most 1.

@ We consider the class A, » of all m x n matrices that satisfy these conditions:
|[suppcol;,(A)] < n and Jcoli(A)|1 < 1.

@ Then, in order to show that R{ > o for some ¢ > 1 it is enough to show that the
event
&1 := there exists A € An , such that o[ A(B7) 2 Gnm

has probability P(£1) < 1.
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@ Let A\ be the set of all matrices A = (aj) in Am,, with the property that a; € €Z
(for some small € > 0 to be determined).
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@ Let A\ be the set of all matrices A = (aj) in Am,, with the property that a; € €Z
(for some small € > 0 to be determined).

@ One can check that for every A = (a;) in Anm » we may find A" = (a};) in \ such
that |a; — aj;| < e for all /, ;.
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@ Let NV be the set of all matrices A = (a;) in Am,» with the property that a; € ¢Z
(for some small € > 0 to be determined).

@ One can check that for every A = (a;) in Anm » we may find A" = (a};) in \ such
that |a; — aj;| < e for all /, ;.

Reduction

Assume that m < n*® and epn® < 1. If & is the event
&> = there exists A € N such that 2ol A(B;') 2 Gm,

then
P(El) < P(gz) + 27",
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Strategy of the proof

@ A standard net argument cannot give a large value for p; the cardinality of A is
2
greater than 2" .
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Strategy of the proof

@ A standard net argument cannot give a large value for p; the cardinality of A is
2
greater than 2" .

Crucial observation

Let a € (0,1). Every y € R” with ||y|l1 < 1 can be written as a sum y = z + w, where
supp(2)| < 1/a and [jw|> < Va.
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Strategy of the proof

@ A standard net argument cannot give a large value for p; the cardinality of A is
2
greater than 2" .

Crucial observation

Let a € (0,1). Every y € R” with ||y|l1 < 1 can be written as a sum y = z + w, where
supp(2)| < 1/a and [jw|> < Va.

Proof: Set z = (1}, |>a¥k)i=1 and w = (1}, |<a¥)k=1-
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Strategy of the proof

@ A standard net argument cannot give a large value for p; the cardinality of A is
2
greater than 2" .

Crucial observation

Let a € (0,1). Every y € R” with ||y|l1 < 1 can be written as a sum y = z + w, where
supp(2)| < 1/a and [jw|> < Va.

Proof: Set z = (1}, |>a¥k)i=1 and w = (1}, |<a¥)k=1-

@ Using this observation we shall partition every matrix A from N into a matrix with
“sparse” columns and a matrix of whose columns have small Euclidean norm.
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Strategy of the proof

@ A standard net argument cannot give a large value for p; the cardinality of A is
2
greater than 2" .

Crucial observation

Let a € (0,1). Every y € R” with ||y|l1 < 1 can be written as a sum y = z + w, where
supp(2)| < 1/a and [jw|> < Va.

Proof: Set z = (1}, |>a¥k)i=1 and w = (1}, |<a¥)k=1-

@ Using this observation we shall partition every matrix A from N into a matrix with
“sparse” columns and a matrix of whose columns have small Euclidean norm.

@ This will imply that every point of TA(BY) is a convex combination of random
vectors of two types: vectors that are sparse linear combinations of G;'s and vectors
whose expected Euclidean norm is small.
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Strategy of the proof

@ A standard net argument cannot give a large value for p; the cardinality of A is
2
greater than 2" .

Crucial observation

Let a € (0,1). Every y € R” with ||y|l1 < 1 can be written as a sum y = z + w, where
supp(2)| < 1/a and [jw|> < Va.

Proof: Set z = (1}, |>a¥k)i=1 and w = (1}, |<a¥)k=1-

@ Using this observation we shall partition every matrix A from N into a matrix with
“sparse” columns and a matrix of whose columns have small Euclidean norm.

@ This will imply that every point of TA(BY) is a convex combination of random
vectors of two types: vectors that are sparse linear combinations of G;'s and vectors
whose expected Euclidean norm is small.

@ The set of the first ones has small cardinality and allows a net argument, the vectors
of the second type are easier to handle because they are “short”.
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Strategy of the proof

o We define F1, 5> : N — N as follows. If A= (a;) € N then Fi1(A) is the m x n
matrix with entries 1),.>a; and F2(A) is the m x n matrix with entries 1,.|<qaj.
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Strategy of the proof

o We define F1, 5> : N — N as follows. If A= (a;) € N then Fi1(A) is the m x n
matrix with entries 1),.>a; and F2(A) is the m x n matrix with entries 1,.|<qaj.

@ Then, we consider the m x 2n matrix

F(A) = [F(A) | F2(A)].
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Strategy of the proof

o We define F1, 5> : N — N as follows. If A= (a;) € N then Fi1(A) is the m x n
matrix with entries 1),.>a; and F2(A) is the m x n matrix with entries 1,.|<qaj.

@ Then, we consider the m x 2n matrix

F(A) = [F(A) | F2(A)].

Simple lemma

For any A € N we have
A(BY) C [F(A)](2B1").
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Strategy of the proof

o We define F1, 5> : N — N as follows. If A= (a;) € N then Fi1(A) is the m x n
matrix with entries 1),.>a; and F2(A) is the m x n matrix with entries 1,.|<qaj.

@ Then, we consider the m x 2n matrix

F(A) = [F(A) | F2(A)].

Simple lemma

For any A € N we have
A(BY) C [F(A)](2B1").

@ This is because A(ej) = F(A)(ej, g) forall j=1,...,n.
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Strategy of the proof

o We define F1, 5> : N — N as follows. If A= (a;) € N then Fi1(A) is the m x n
matrix with entries 1),.>a; and F2(A) is the m x n matrix with entries 1,.|<qaj.

@ Then, we consider the m x 2n matrix

F(A) = [F(A) | F2(A)].

Simple lemma

For any A € N we have
A(BY) C [F(A)](2B1").

@ This is because A(ej) = F(A)(ej, g) forall j=1,...,n.
o Clearly, T(w)A(B]) C 2 (w)F(A)(B).

Castro Urdiales, September 2018 8/19
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Strategy of the proof

Proposition

Let £ = [\ &a, where &4 is an event which is measurable with respect to the o-algebra
AeN

generated by the vectors G; with j € (A) = J supp col;(A).
=1

If G is a standard Gaussian vector which is in&ependent from I then
2
< . m—n
P(&2N &) <N - max fggA[P(w)] :
where

P(w) := P({w’ : there exists | C [2n] with |/| = nsuch that
G(w') € 4o conv{zcol;(F(w)F(A)),i € I}).
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Proof of the Proposition

o Let we & NE. Since w € & there exists A = A(w) € N such that

Gj(w) € 20T (w)A(BY) C 40T (w)F(A) (BT, 1<j<m.
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Proof of the Proposition

o Let we & NE. Since w € & there exists A = A(w) € N such that
Gi(w) € 20T (W)A(B) C 40T (w)F(A)(B"), 1<j<m.

@ By Carathéodory’s theorem, for every j = 1,..., m there exists | = I(w,j) C [2n]
with |/| = n such that

Gj(w) € 4gconv{=zcol;(F(w)F(A)),i € I}.
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Proof of the Proposition

o Let we & NE. Since w € & there exists A = A(w) € N such that
Gi(w) € 20T (W)A(B) C 40T (w)F(A)(B"), 1<j<m.

@ By Carathéodory’s theorem, for every j = 1,..., m there exists | = I(w,j) C [2n]
with |/| = n such that

Gj(w) € 4gconv{=zcol;(F(w)F(A)),i € I}.

e Considering only j ¢ 0(A) we have

ene< N U (Eﬂ{Gj(w)G4gconv{icol,-(F(w)}'(A)),ie /}).

AEN jZ0(A) |I|=n
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Proof of the Proposition

o Let we & NE. Since w € & there exists A = A(w) € N such that
Gi(w) € 20T (W)A(B) C 40T (w)F(A)(B"), 1<j<m.

@ By Carathéodory’s theorem, for every j = 1,..., m there exists | = I(w,j) C [2n]
with |/| = n such that

Gj(w) € 4gconv{=zcol;(F(w)F(A)),i € I}.
e Considering only j ¢ 0(A) we have
ene< N U (sm{cj(w) € 49 conv{=coli(M(w)F(A)),i € /}).

AEN jZ0(A) |I|=n

@ Therefore,

P(&2 N €)

< maxP( () U (Ean{G(w) € 4oconv{eol(T(w)F(A)), i € 1})
JE0(A) |l1=n

< IV max [5;5AP( ‘LIJ [6(w') € 4gconvizeol(rw)F(A).i € 1})]" "
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Strategy of the proof

@ We shall define events £4 measurable with respect to the o-algebra generated by the

vectors G; with j € 6(A), so that £ = [ &a satisfies
AeN

2
>1—- —.
PE)>1- >
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Strategy of the proof

@ We shall define events £4 measurable with respect to the o-algebra generated by the

vectors G; with j € 6(A), so that £ = [ &a satisfies
AeN

2
>1—- —.
PE)>1- >

@ On the other hand, we will have

sup P(w) = sup IP’( U {G(w') € 4o conv{=col;(M(w)F(A)),i € I}}) <

weEy weEy

N =

|l|=n
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Strategy of the proof

@ We shall define events £4 measurable with respect to the o-algebra generated by the

vectors G; with j € 6(A), so that £ = [ &a satisfies
AeN

2
>1—- —.
PE)>1- >

@ On the other hand, we will have

sup P(w) = sup IP’( U {G(w') € 4o conv{=col;(M(w)F(A)),i € I}}) <

weEy weEy

N =

|l|=n
@ By the Proposition,

m—nz
P& N &) < V] (%) .
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Strategy of the proof

@ We shall define events £4 measurable with respect to the o-algebra generated by the

vectors G; with j € 6(A), so that £ = [ &a satisfies
AeN

2
>1—- —.
PE)>1- >

@ On the other hand, we will have

sup P(w) = sup IP’( U {G(w') € 4o conv{=col;(M(w)F(A)),i € I}}) <

weEy weEy

N =

|l|=n

@ By the Proposition,
2

P& N &) < V] (%) .
@ If mis chosen large (e.g. m = n®) then (& N &) will be very small, and hence
P(&) < P(ENE)+PQ\E) <P(ENE)+ %

will be also small.
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The event €4

@ Parameters to be chosen:
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The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.
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The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

e Conditions: m/e < n',
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The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

e Conditions: m/e < n*°, ‘L < § <1,

log n
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The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

e Conditions: m/e < n®, -1 <5 <1, n>s>4q>4log’n,

' logn
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The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

2,
e Conditions: m/e < n', 2= <3< 1,n>s>4q>4log’n, T2 > C logn,

' logn n
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The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

.. 2,
e Conditions: m/e < n® 1 <5<1,n>s>4q>4log’n T2 > Clogn 7> G,

' logn n

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018



The event €4

@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

.. 2,
e Conditions: m/e < n*, Io;n <6<l n>=s>4qg>=4log’n, T2 > Cilogn, 7> G,
and

n

2¢ 2 2
. 9 0
min (m7u

) > Gilogn.
n n
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@ Parameters to be chosen: m, ¢, «, §, 7, s and q.
. 10 2 ’a
e Conditions: m/e < n™, Io;n <0<l n>s>4qg>4log°n, 2 > Cilogn, 7> G,

and s )
. 4 0

min (M7 u) > Glogn.
n n

@ We have w € &, if:
© For every | C [2n] with || = n the vectors col;(I'(w)F(A)), i € I, are linearly

independent.
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@ Parameters to be chosen: m, ¢, «, §, 7, s and q.

e Conditions: m/e < n*, Iogn <6<1,n>s>4q>4log?n, ‘727“ > Cilogn, 7= G,
and s )
. ) 5
min (M7 u) > Glogn.
n n

@ We have w € &, if:
© For every | C [2n] with || = n the vectors col;(I'(w)F(A)), i € I, are linearly

independent.
@ For every | C [2n] with |I| = n and |/ N [n]| > n — q we have that if we write x1,..., X,
for the vectors col;(I'(w)F(A)) in any order, then

{i:n—s+1<i< nanddist(x;,span{x; : j < i}) < Vs}| > Z
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o Parameters to be chosen: m, ¢, , §, 7, s and q.

e Conditions: m/e < n*, Iogn <6<1,n>s>4q>4log?n, ‘727“ > Cilogn, 7= G,
and s )
. ) 5
min (M7 u) > Glogn.
n n

@ We have w € &, if:
© For every | C [2n] with || = n the vectors col;(I'(w)F(A)), i € I, are linearly
independent.
@ For every | C [2n] with |I| = n and |/ N [n]| > n — q we have that if we write x1,..., X,
for the vectors col;(I'(w)F(A)) in any order, then

{i:n—s+1<i< nanddist(x;,span{x; : j < i}) < Vs}| > Z

© For every | C [2n] with |/| = n and |I N [n]| < n — g we have that
[{i € '\ [n] : dist(col;(I(w)F(A)),span{col;(I'(w)F(A)) :j < i}) <7vall\[n]|}
2 (1=38)|I'\ [n]].
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An auxiliary result

The proof of the inequality P( N SA) >1- % is based on the next proposition:
AeN

Distances to linear spans

Assume that n/2 < s < n, 1< k<s/2, 7> C and & 7 <0<

Let B be an m x s matrix, of rank s, with the property that each column of B has
Euclidean norm at most 1.

Define H; = [(coli(B)), 1 < i < s.

For any permutation o of [s], let &, be the event that
[{i:s—k+1<i<s:dist(Hoq),span{Hyg : j < i} <7vVn—s+k|>(1-0)k.

Then, P(&,) > 1 — e @7 ?6(n—s+k)k 5nd

(mg ) Sk 7@725(,7 sth)k.
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Starting the proof of the theorem

2
o It is easy to check that |N] < e©" g,
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Starting the proof of the theorem

2
o It is easy to check that |N] < e©" g,

@ Assume that we remember the definition of £a.
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Starting the proof of the theorem

2
o It is easy to check that |N] < e©" g,
@ Assume that we remember the definition of £4.

@ For every p=0,1,...,n there are (;)2 ways to choose | C [2n] with |/| = n and
1Al =p
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Starting the proof of the theorem

2
It is easy to check that |N/| < e '°&".

@ Assume that we remember the definition of £a.

@ For every p=0,1,...,n there are (;)2 ways to choose | C [2n] with |/| = n and
1Al =p
o If w € E4 then we have

IP’( (U {G(w") € 4oconv{coli(T(w)F(A)),i € /}})

[l|=n

n—q—1 2 n 2
n n
<> supYa(40P) + > sup 7a(40Q),
=0 P P pengq P Q
where P = conv{+xi, ..., +x,} with the property that
{i:p+1<i< nanddist(xj,span{x;:j < i} <7va(n—p))} =1 -35)(n—p)

and Q = conv{=x,...,£tx,} with the property that for every permutation ¢ of [n]

{i:n—s+1<i< nand dist(x,(), span{x,q) : j < i} < v/s)} =

Y
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Gaussian measure of cross-polytopes

The last thing that one has to estimate is the Gaussian measure of cross-polytopes of
“type P" and “type Q". The starting point is the next lemma.

Lemma 1

Let P = conv{=£x,...,£x,} be a cross-polytope and set
di = dist(x;, span{x; : j < i}), 2<i<n.

Let 1 < r < n and consider the cross-polytope P’ = conv{=yi,...,ty.}, where y; = x;
if 1<i<rand yr1,...,y, are mutually orthogonal vectors with |y;| = d;, which are
also orthogonal to span{x; : i < r}. Then,

¥n(P) < yn(P").
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Gaussian measure of cross-polytopes

Let P = conv{%xi, ..., Ex,} be a cross-polytope such that, for some 1 < r < n and
h >0,

dist(x;, span{x; : j < i}) < h, i=r+1,...,n.
Then, 7,(P) < (ne_hr) .
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Gaussian measure of cross-polytopes

Let P = conv{%xi, ..., Ex,} be a cross-polytope such that, for some 1 < r < n and
h >0,
dist(x;, span{x; : j < i}) < h, i=r+1,...,n.
n—r
Then, 7,(P) < (ne_hr) :
@ Proof. By Lemma 1 we may assume that span{x,...,x } = span{ey,..., e} and

x; = he; for all i > r.
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Gaussian measure of cross-polytopes

Let P = conv{%xi, ..., Ex,} be a cross-polytope such that, for some 1 < r < n and
h >0,
dist(x;, span{x; : j < i}) < h, i=r+1,...,n.
n—r
Then, 7,(P) < (ne_hr) :
@ Proof. By Lemma 1 we may assume that span{x,...,x } = span{ey,..., e} and

x; = he; for all i > r.

o If G=(g1,...,8n) is a Gaussian vector, then G € P implies that

> lail<h.

i=r+1
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Gaussian measure of cross-polytopes

Let P = conv{%xi, ..., Ex,} be a cross-polytope such that, for some 1 < r < n and
h>0,

dist(x;, span{x; : j < i}) < h, i=r+1,...,n.

Then, 7n(P) < (_’7)7

@ Proof. By Lemma 1 we may assume that span{x,...,x } = span{ey,..., e} and
x; = he; for all i > r.
o If G=(g1,...,8n) is a Gaussian vector, then G € P implies that

> lail<h.

i=r+1

@ Therefore,
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Gaussian measure of cross-polytopes

Lemma 3

Let P = conv{%xi,...,Ex,} be a symmetric cross-polytope with the property that, for
somel< p<n, é§d€(0,1/2) and h >0,

|{i: p+1< i< nanddist(x;,span{x; : j < i} < h)}| > (1 —0)(n— p).
Then,

2¢h (1=68)(n—p)
n—p ’

Yn(P) < (
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Gaussian measure of cross-polytopes

Lemma 3

Let P = conv{=%xi,..
some 1 <

Hi:p+1<
Then,

p<n, 66(0 1/2) and h > 0,

, Exn} be a symmetric cross-polytope with the property that, for

< n and dist(x;, span{x; : j < i} <

neh \ G-8)n=p)
n—p ’

h)} = (1 =6)(n = p).

P < (

Lemma 4

Let @ = conv{=*x,...

{i:n—s+1<

Then,

,£xn} be a symmetric cross-polytope with the property that, for
some 1 < s < n and for every permutation o of [n]

i < nand dist(Xo (), span{x,¢) : j < i} < Vs)} = Z

7(Q) <2e°°

Apostolos Giannopoulos (University of Athens)
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Finishing the proof of the theorem

@ Parameters to be chosen: m, ¢, a, §, 7, s and q.
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Finishing the proof of the theorem

@ Parameters to be chosen: m, ¢, a, §, 7, s and q.

. . - 2(
@ Initial conditions: m/e < n', @ <6<1,n>s>4q>4log’n, = > G logn,
7> (C, and

25 2 2
0 1)
min (7—7‘70" Q) > G log n.
n
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Finishing the proof of the theorem

@ Parameters to be chosen: m, ¢, a, §, 7, s and q.

10
! Iog n

25 2 2
0 1)

min (7—7‘7”" Q) > G log n.
n n

<6<1,n>s>4q>4log’n, q2”2C1|ogn,

@ Initial conditions: m/e < n -

7> (C, and

e Recall that we want to have P(w) < 1 and

P(w) = ( U {G(w") € 4pconv{=xcol;(T(w)F(A)),i€ I}})

[1]=n
n—qg—1 2 n 2
n n
<> supyn(40P) + Y sup7n(40Q),
=0 P P pen—q P Q

and now we have upper bounds for v,(40P) and vn(40Q), which however depend on
0; this will give additional restrictions, involving o, so that we will get P(w) < 3.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018



Finishing the proof of the theorem

@ We choose § = %. After the computations we have additional restrictions with o:
roughly, , ,
s>qlogn, ovs<n,  nforva<q’’
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Finishing the proof of the theorem

@ We choose § = %. After the computations we have additional restrictions with o:
roughly, , ,
s>qlogn, ovs<n,  nforva<q’’

@ We choose 7 ~ log n- max{+/n/q,/n/(q?*a)} and

1 ¢ 1 q7/2)

. /N
= min ( —, , —
¢ (\/E log n n5/2\/a’ log n n%/?
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Finishing the proof of the theorem

@ We choose § = %. After the computations we have additional restrictions with o:
roughly,

s>qlogn, ovs<n,  nforva<q’’

@ We choose 7 ~ log n- max{+/n/q,/n/(q?*a)} and

n 1 q2 1 q7/2
0 = min (—, R —)
/s logn n®/2\/a’ log n n®/?

and s, g ~ n®/° up to some power of log n.

e Finally, we choose a =

nlogn
p
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Finishing the proof of the theorem

@ We choose § = %. After the computations we have additional restrictions with o:
roughly, , ,
s>qlogn, ovs<n,  nforva<q’’

@ We choose 7 ~ log n- max{+/n/q,/n/(q?*a)} and

n 1 q2 1 q7/2
0 = min (—, R —)
/s logn n®/2\/a’ log n n®/?

and s, g ~ n®/° up to some power of log n.

e Finally, we choose a =

nlogn
p

@ This choice gives ¢ > n®/°log™" n.
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