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Banach-Mazur distance

e If X and Y are two n-dimensional normed spaces then their Banach-Mazur distance
d(X,Y) is defined by

d(X,Y)=min{||T||||T Y| | T:X — Y is an isomorphism}.
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Banach-Mazur distance

e If X and Y are two n-dimensional normed spaces then their Banach-Mazur distance
d(X,Y) is defined by

d(X,Y)=min{||T||||T Y| | T:X — Y is an isomorphism}.

Geometric interpretation

Let Bx and By denote the unit balls of X and Y. Then, d(X, Y) is the smallest possible
r > 1 for which there exists an isomorphism T : X — Y such that

By g T(Bx) g rBy.
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Banach-Mazur distance

e If X and Y are two n-dimensional normed spaces then their Banach-Mazur distance
d(X,Y) is defined by

d(X,Y)=min{||T||||T Y| | T:X — Y is an isomorphism}.

Geometric interpretation

Let Bx and By denote the unit balls of X and Y. Then, d(X, Y) is the smallest possible
r > 1 for which there exists an isomorphism T : X — Y such that

By g T(Bx) g rBy.

| \

Basic properties

d(X,Y) > 1 with equality if and only if X is isometrically isomorphic to Y.
d(X,Y)=d(Y,X).

d(X,2Z) <d(X,Y)d(Y,2).

d(X*,Y*)=d(X,Y).
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Banach-Mazur compactum

@ The n-th Banach-Mazur (or Minkowski) compactum is the set BB, of all equivalence
classes of isometrically isomorphic n-dimensional normed spaces.

@ B, becomes a compact metric space with the metric log d.

@ Usually, instead of log d, we consider d as a “multiplicative” distance on B,.
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Banach-Mazur compactum

@ The n-th Banach-Mazur (or Minkowski) compactum is the set BB, of all equivalence
classes of isometrically isomorphic n-dimensional normed spaces.

@ B, becomes a compact metric space with the metric log d.

@ Usually, instead of log d, we consider d as a “multiplicative” distance on B,.

Diameter of the compactum
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Banach-Mazur compactum

@ The n-th Banach-Mazur (or Minkowski) compactum is the set BB, of all equivalence
classes of isometrically isomorphic n-dimensional normed spaces.

@ B, becomes a compact metric space with the metric log d.

@ Usually, instead of log d, we consider d as a “multiplicative” distance on B,.

Diameter of the compactum
Upper bound: diam(5,) < n.
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Banach-Mazur compactum

@ The n-th Banach-Mazur (or Minkowski) compactum is the set BB, of all equivalence
classes of isometrically isomorphic n-dimensional normed spaces.

@ B, becomes a compact metric space with the metric log d.

@ Usually, instead of log d, we consider d as a “multiplicative” distance on B,.

Diameter of the compactum

Upper bound: diam(5,) < n.

@ This is a consequence of John's theorem which can be stated as follows: for any
n-dimensional normed space X,

d(X, ) < V/n.
Then, for any X and Y/,
d(X,Y) < d(X, B)d(3, Y) < v/n-v/n=n.

Notation: (f’,’;

1/p |
0= ", | - Ilp), where [lxll, = (7 1xl?) " if 1< p < 00 and [|xfloe = max |xi.
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Diameter of the Banach-Mazur compactum

Gluskin's theorem

There exists an absolute constant ¢ > 0 with the following property: for any n € N one
may find two n-dimensional normed spaces X,, Y, with d(Xa, Y») > cn. Consequently,
diam(B,) > cn.
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Diameter of the Banach-Mazur compactum

Gluskin's theorem

There exists an absolute constant ¢ > 0 with the following property: for any n € N one
may find two n-dimensional normed spaces X,, Y, with d(Xa, Y») > cn. Consequently,
diam(B,) > cn.

@ The proof introduces a class of random spaces, sometimes called Gluskin spaces. Let
X1, ..., Xm be random vectors which are independently and uniformly distributed in
the Euclidean unit sphere S""'. We consider the symmetric random polytope

Bm := Bm(x1,...,%xm) = conv{tey, +e, ..., ten, tx1,...,EXm},

where {e;}i<n is the standard orthonormal basis of R”. The space whose unit ball is
B, is denoted by Xg,,. We write A, for the set of all these spaces equipped with
the probability measure = Q0.
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Diameter of the Banach-Mazur compactum

Gluskin's theorem

There exists an absolute constant ¢ > 0 with the following property: for any n € N one
may find two n-dimensional normed spaces X,, Y, with d(Xa, Y») > cn. Consequently,
diam(B,) > cn.

@ The proof introduces a class of random spaces, sometimes called Gluskin spaces. Let
X1, ..., Xm be random vectors which are independently and uniformly distributed in
the Euclidean unit sphere S""'. We consider the symmetric random polytope

Bm := Bm(x1,...,%xm) = conv{tey, +e, ..., ten, tx1,...,EXm},

where {e;}i<n is the standard orthonormal basis of R”. The space whose unit ball is
B, is denoted by Xg,,. We write A, for the set of all these spaces equipped with
the probability measure = Q0.

@ Gluskin proves that if m = 2n and B, is an independent copy of By, then

d(XB,,,7XB,’n) 2 cn

with probability greater than 1 — 27"
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Banach-Mazur distance to the cube

e Let Xp € B,. We denote by R(Xo) the “radius” of the Banach-Mazur compactum
B, with respect to Xp, defined by

R(Xo) = max{d(X, Xo) : X € Bu}.
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Banach-Mazur distance to the cube

e Let Xp € B,. We denote by R(Xo) the “radius” of the Banach-Mazur compactum
B, with respect to Xp, defined by

R(Xo) = max{d(X, Xo) : X € B}
@ John's theorem implies that R(¢3) = /n because one can show that

(€5, 63) = d({1, £3) = V/n.
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Banach-Mazur distance to the cube

e Let Xp € B,. We denote by R(Xo) the “radius” of the Banach-Mazur compactum
B, with respect to Xp, defined by

R(Xo) = max{d(X, Xo) : X € Bu}.
@ John's theorem implies that R(¢3) = /n because one can show that
d(t2, ) = d(65,3) = v/m.
@ We shall discuss the radius of B, with respect to ¢, defined by

Roo = max{d(X,£3) : X € B}
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Banach-Mazur distance to the cube

e Let Xp € B,. We denote by R(Xo) the “radius” of the Banach-Mazur compactum
B, with respect to Xp, defined by

R(Xo) = max{d(X, Xo) : X € Bu}.
@ John's theorem implies that R(¢3) = /n because one can show that
d(t%, 63) = d(41,63) = V/n.
@ We shall discuss the radius of B, with respect to ¢, defined by

Roo = max{d(X,£3) : X € B}

What is the asymptotic behavior of R, as n tends to infinity?
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Banach-Mazur distance to the cube

e Let Xp € B,. We denote by R(Xo) the “radius” of the Banach-Mazur compactum
B, with respect to Xp, defined by

R(Xo) = max{d(X, Xo) : X € Bu}.
@ John's theorem implies that R(¢3) = /n because one can show that
d(t2, ) = d(65,3) = v/m.
@ We shall discuss the radius of B, with respect to ¢, defined by

Roo = max{d(X,£3) : X € B}

What is the asymptotic behavior of R, as n tends to infinity?

@ One clearly has R, < diam(B,) < n and the fact that d(¢5,,¢5) = \/n shows that

vVn<RL <n.
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Banach-Mazur distance to the cube

Upper bounds were obtained by:
@ Bourgain-Szarek: R3, < n - exp(—c+/log n).

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 6 /43



Banach-Mazur distance to the cube

Upper bounds were obtained by:

@ Bourgain-Szarek: R3, < n - exp(—c+/log n).

o Szarek-Talagrand: R, < cn”/®.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 6 /43



Banach-Mazur distance to the cube

Upper bounds were obtained by:

@ Bourgain-Szarek: R3, < n - exp(—c+/log n).

o Szarek-Talagrand: R, < cn”/®.

There exists an absolute constant ¢ > 0 such that, for any n > 2,

R < en®/®.
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Banach-Mazur distance to the cube

Upper bounds were obtained by:

@ Bourgain-Szarek: R3, < n - exp(—c+/log n).

o Szarek-Talagrand: R, < cn”/®.

There exists an absolute constant ¢ > 0 such that, for any n > 2,

R < en®/®.

Lower bounds: Szarek, using random spaces of Gluskin type, proved that

R = cy/nlogn.
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Banach-Mazur distance to the cube

Upper bounds were obtained by:

@ Bourgain-Szarek: R3, < n - exp(—c+/log n).

o Szarek-Talagrand: R, < cn”/®.

There exists an absolute constant ¢ > 0 such that, for any n > 2,

R < en®/®.

Lower bounds: Szarek, using random spaces of Gluskin type, proved that

R = cy/nlogn.

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > en®®log ™" n.
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Banach-Mazur distance to the cube

Upper bounds were obtained by:

@ Bourgain-Szarek: R3, < n - exp(—c+/log n).

o Szarek-Talagrand: R, < cn”/®.

There exists an absolute constant ¢ > 0 such that, for any n > 2,

R < en®/®.

Lower bounds: Szarek, using random spaces of Gluskin type, proved that

R = cy/nlogn.

Tikhomirov, 2018

There exist absolute constants ¢, b > 0 such that, for any n > 2,

R > en®®log ™" n.

@ This means that R7, has order of growth much larger than v/n; in other words, £,
is not an asymptotic center of the Banach-Mazur compactum, in a very strong sense.
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Upper bound for R7

@ It is more convenient to work with the dual quantity

R1 = max{d(X,4]) : X € Bn}.
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Upper bound for R7

@ It is more convenient to work with the dual quantity
Ri = max{d(X, 1) : X € Bn}.

@ Since d(X™,Y") =d(X,Y) we see that R}, = R7.
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Upper bound for R7

@ It is more convenient to work with the dual quantity
Ri = max{d(X, 1) : X € Bn}.

@ Since d(X™,Y") =d(X,Y) we see that R}, = R7.

@ We want an upper bound for d(X, ¢7) where X = (R", | - ||), and we may also
assume that the minimal volume ellipsoid of the unit ball K of X is the Euclidean
unit ball B3.
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Upper bound for R7

@ It is more convenient to work with the dual quantity
Ri = max{d(X, 1) : X € Bn}.

@ Since d(X™,Y") =d(X,Y) we see that R}, = R7.

@ We want an upper bound for d(X, ¢7) where X = (R", | - ||), and we may also

assume that the minimal volume ellipsoid of the unit ball K of X is the Euclidean
unit ball B3.

@ We need to find n vectors uy,...,u, € R" such that, for all t1,...,t, € R,

1 n n n
— 6l < | Y] <Xl
i=1 i=1 i=1
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Upper bound for R7

@ It is more convenient to work with the dual quantity
Ri = max{d(X, 1) : X € Bn}.

@ Since d(X™,Y") =d(X,Y) we see that R}, = R7.
@ We want an upper bound for d(X, ¢7) where X = (R", | - ||), and we may also

assume that the minimal volume ellipsoid of the unit ball K of X is the Euclidean
unit ball B3.

@ We need to find n vectors uy,...,u, € R" such that, for all t1,...,t, € R,

1 n n n
— 6l < | Y] <Xl
i=1 i=1 i=1

@ Then, the operator T : ] — X defined by T(e;) = u; satisfies | T|| < 1 and
| T~ < cn®®, which implies the bound

d(X, ) < ITIITHI < en®®.
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Upper bound for R7

It is more convenient to work with the dual quantity
Ri = max{d(X, 1) : X € Bn}.

Since d(X™, Y*) = d(X,Y) we see that R}, = R7.
We want an upper bound for d(X, ¢7) where X = (R", || - ||), and we may also

assume that the minimal volume ellipsoid of the unit ball K of X is the Euclidean
unit ball B3.

We need to find n vectors u,...,u, € R" such that, for all t1,...,t, € R,

n
e
i=1

Then, the operator T : ] — X defined by T(e;) = u; satisfies | T|| < 1 and
| T~ < cn®®, which implies the bound

< |t1|
P

d(X, ) < ITIITHI < en®®.

The main ingredients for the proof are the combinatorial Sauer-Shelah lemma and a
Dvoretzky-Rogers type lemma of Szarek and Talagrand on the distribution of the
contact points of K and B5 when K is in Léwner position.
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The lemma of Szarek and Talagrand

@ Recall John's representation of the identity: since B; is the minimal volume ellipsoid
of K, there exist contact points xi,...,xn of K and B, and positive real numbers

Ci,...,Cm such that
m
ZC, X, Xi)Xi (1)
i=1

for all x € R".
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The lemma of Szarek and Talagrand

@ Recall John's representation of the identity: since B; is the minimal volume ellipsoid
of K, there exist contact points xi,...,xn of K and B, and positive real numbers

Ci,...,Cm such that
ZC, X, Xi)Xi (1)

for all x € R".

Szarek-Talagrand

Let B be the minimal volume ellipsoid of K. For every € € (0,1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and Bj with the following property: If
Jj€{1,...,k} and F; = span{y; : i # j}, then

|Pri(y)| > Ve foralll<j<k.
J
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The lemma of Szarek and Talagrand

@ Recall John's representation of the identity: since B; is the minimal volume ellipsoid
of K, there exist contact points xi,...,xn of K and B, and positive real numbers

Ci,...,Cm such that
ZC, X, Xi)Xi (1)

for all x € R".

Szarek-Talagrand

Let B be the minimal volume ellipsoid of K. For every € € (0,1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and Bj with the following property: If
Jj€{1,...,k} and F; = span{y; : i # j}, then

|Pri(y)| > Ve foralll<j<k.
J

@ Among all k-sets {xi, ..., x; } of contact points in (1) choose one, say {y1,..., Y},
which maximizes volx(conv{=£x;, ..., £x;}).
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The lemma of Szarek and Talagrand

@ Recall John's representation of the identity: since B; is the minimal volume ellipsoid
of K, there exist contact points xi,...,xn of K and B, and positive real numbers

Ci,...,Cm such that
ZC, X, Xi)Xi (1)

for all x € R".

Szarek-Talagrand

Let B be the minimal volume ellipsoid of K. For every € € (0,1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and Bj with the following property: If
Jj€{1,...,k} and F; = span{y; : i # j}, then

|Pri(y)| > Ve foralll<j<k.
J

@ Among all k-sets {xi, ..., x; } of contact points in (1) choose one, say {y1,..., Y},
which maximizes volx(conv{=£x;, ..., £x;}).

@ Then, forall 1 <j < kand all 1 </ < m we have

\P,,—J;(yj)| > |P,ch.(Xi)\.
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The lemma of Szarek and Talagrand

Szarek-Talagrand

Let B; be the minimal volume ellipsoid of K. For every e € (0, 1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and B; with the following property: If
JE€{1,...,k} and F; = span{y; : i # j}, then |Pri(y;)| = /€ forall 1 < j < k.

J
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The lemma of Szarek and Talagrand

Szarek-Talagrand

Let B; be the minimal volume ellipsoid of K. For every e € (0, 1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and B; with the following property: If
JE€{1,...,k} and F; = span{y; : i # j}, then |Pri(y;)| = /€ forall 1 < j < k.

J

@ Among all k-sets {x;, ..., x; } of contact points in (1) choose one, say {y1,..., ¥},
which maximizes volx(conv{%x;, ..., £x;}).
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The lemma of Szarek and Talagrand

Szarek-Talagrand

Let B; be the minimal volume ellipsoid of K. For every e € (0, 1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and B; with the following property: If
JE€{1,...,k} and F; = span{y; : i # j}, then |Pri(y;)| = /€ forall 1 < j < k.

J

@ Among all k-sets {x;, ..., x; } of contact points in (1) choose one, say {y1,..., ¥},
which maximizes volx(conv{%x;, ..., £x;}).
@ Then, forall 1 <j < kand all 1 <7< mwe have |Pei(y;)| > |Pes(xi)].
J J
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The lemma of Szarek and Talagrand

Szarek-Talagrand

Let B; be the minimal volume ellipsoid of K. For every e € (0, 1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and B; with the following property: If
JE€{1,...,k} and F; = span{y; : i # j}, then |Pri(y;)| = /€ forall 1 < j < k.

J

@ Among all k-sets {x;, ..., x; } of contact points in (1) choose one, say {y1,..., ¥},
which maximizes volx(conv{%x;, ..., £x;}).
@ Then, forall 1 <j < kand all 1 <7< mwe have |Pei(y;)| > |Pes(xi)].
J J

@ Note that Pr1(x) = Y I, ci{x, xi)Pe1(xi). Using this, we see that
J J

m m

n—k+1=tr(Prs) = > i, P (x)) = Zc,-uvﬁ; (x)I%

i=1 i=1

and since Y ", ¢ = n there exists x; such that

|P,_—j¢ (X,‘)‘2 = <X;, P,_—jL(X;» > tr(P,_—jL)/n = (n —k+ 1)/”.
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The lemma of Szarek and Talagrand

Szarek-Talagrand

Let B; be the minimal volume ellipsoid of K. For every e € (0, 1), we can find
k > (1 — €)n and contact points y1, ..., yx of K and B; with the following property: If
JE€{1,...,k} and F; = span{y; : i # j}, then |Pri(y;)| = /€ forall 1 < j < k.

J

@ Among all k-sets {x;, ..., x; } of contact points in (1) choose one, say {y1,..., ¥},
which maximizes volx(conv{%x;, ..., £x;}).
@ Then, forall 1 <j < kand all 1 <7< mwe have |Pei(y;)| > |Pes(xi)].
J J

@ Note that Pr1(x) = Y I, ci{x, xi)Pe1(xi). Using this, we see that
J J

m m

n—k+1=tr(Prs) = > i, P (x)) = Zc,-uvﬁ; (x)I%

i=1 i=1

and since Y ", ¢ = n there exists x; such that
|Pri(x)* = (xi, Pe (%)) > tr(Pps)/n = (n— k+1)/n.
J J J
e Taking k = [(1 —€)n] + 1, we see that k > (1 — €)n and, for all 1 < j < k,

Pes (vl = max|Pei(xi)] > V/(n = k+1)/n> Ve
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The Sauer-Shelah lemma

Sauer-Shelah
Let X be a set with cardinality |X| = nand 1 < k < n. If F is a family of subsets of X

. |f|>(g>+<:)+m+<kil>

then we can find A C X with |A| > k and ANF = P(A), where P(A) is the family of all
subsets of A.

4
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The Sauer-Shelah lemma

Sauer-Shelah
Let X be a set with cardinality |X| = nand 1 < k < n. If F is a family of subsets of X

. |F|>(g>+<;>+~+<kf1>

then we can find A C X with |A| > k and ANF = P(A), where P(A) is the family of all
subsets of A.

4

o Consider the discrete cube Ej = {—1,1}". For any o C [n] we consider the
coordinates restriction function P, : Ef = {—1,1}" — {—1,1}7 with
(e1,-.-,€n) — (€)jeo. Since the map ¢ : P({1,...,n}) = EJ with p(o); =1 if
i€ o and p(o)i =—1if i ¢ o is a bijection, we can immediate translate the
Sauer-Shelah lemma as follows:
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The Sauer-Shelah lemma

Sauer-Shelah
Let X be a set with cardinality |X| = nand 1 < k < n. If F is a family of subsets of X

v |f|>(g>+<:>+m+<knl>

then we can find A C X with |A| > k and AN F = P(A), where P(A) is the family of all
subsets of A.

4

o Consider the discrete cube Ej = {—1,1}". For any o C [n] we consider the
coordinates restriction function P, : Ef = {—1,1}" — {—1,1}7 with
(e1,-.-,€n) — (€)jeo. Since the map ¢ : P({1,...,n}) = EJ with p(o); =1 if
i€ o and p(o)i =—1if i ¢ o is a bijection, we can immediate translate the
Sauer-Shelah lemma as follows:

Sauer-Shelah 11

Let A be a subset of Ej = {—1,1}" with cardinality |A| > (7) + (}) +---+ (,",). There

exists o C {1,...,n} with |o| > k, such that the map P, is onto. That is,

P, (A) ={-1,1}°.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 10 / 43



The Sauer-Shelah lemma

Sauer-Shelah |1

Let A be a subset of £ = {—1,1}" with cardinality |A| > (7) + (}) +---+ (,",). There

exists 0 C {1,...,n} with |o| > k, such that the map P, is onto. That is,

P,(A) ={-1,1}°.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 11 /43



The Sauer-Shelah lemma

Sauer-Shelah |1

Let A be a subset of £ = {—1,1}" with cardinality |A| > (7) + (}) +---+ (,",). There

exists 0 C {1,...,n} with |o| > k, such that the map P, is onto. That is,

P,(A) ={-1,1}°.

@ It is useful to think of the elements of E; as the vertices of the cube Q, = [-1,1]"
in R,

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 11 /43



The Sauer-Shelah lemma

Sauer-Shelah |1

Let A be a subset of £ = {—1,1}" with cardinality |A| > (7) + (}) +---+ (,",). There

exists 0 C {1,...,n} with |o| > k, such that the map P, is onto. That is,

P,(A) ={-1,1}°.
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The Sauer-Shelah lemma

Sauer-Shelah |1

Let A be a subset of £ = {—1,1}" with cardinality |A| > (7) + (}) +---+ (,",). There
exists 0 C {1,...,n} with |o| > k, such that the map P, is onto. That is,

P,(A) ={-1,1}°.

@ It is useful to think of the elements of E; as the vertices of the cube Q, = [-1,1]"
in R,
@ Then, the coordinates restriction function P, is the orthogonal projection onto R?.

@ In this setting, the Sauer-Shelah lemma tells us the following.

Geometric Sauer-Shelah lemma

If AC {~1,1}" CR", and |A| > SK' (7), then there exists o C {1,..., n} with |o] > k
such that the orthogonal projection P, (conv(A)) of the convex hull of A onto R is the

full unit cube of R7:
Ps(conv(A)) = Q> :=[-1,1]°.

11 /43

Banach-Mazur distance to the cube Castro Urdiales, September 2018

Apostolos Giannopoulos (University of Athens)



Isomorphic Sauer-Shelah lemma

Isomorphic Sauer-Shelah lemma

2
Let u1,...,us € By and € = {(§j),<s ER’: ’2;:1 5J‘Uj‘ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e [-1,1]°, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R?.
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Isomorphic Sauer-Shelah lemma

Isomorphic Sauer-Shelah lemma

2
Let u1,...,us € By and € = {(§j),<s ER’: ’Z;:l 5J‘Uj‘ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e [-1,1]°, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R?.

@ For the proof we use an inductive scheme; first, consider all points of the form
(6}1))j<s € R®, with 5}1) = +1. By the parallelogram law,

s 2 s
1 2
Eyo_u| 20| =3 Iuf <.
j=1 j=1
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2
Let u1,...,us € By and € = {(§j),<s ER’: ’Z;:l 5J‘Uj‘ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e [-1,1]°, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R?.

@ For the proof we use an inductive scheme; first, consider all points of the form
(6}1))j<s € R®, with 5}1) = +1. By the parallelogram law,

s 2 s
1 2
Eyo_u| 20| =3 Iuf <.
j=1 j=1

@ Using Markov's inequality, we find M* C {—1,1}° with cardinality |[M*| > 2°~!, such
that for every (6}1)) e M,

2
< 2s.

s
1
>0
j=1
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Isomorphic Sauer-Shelah lemma

2
Let u1,...,us € By and € = {(§j),<s ER’: ’Z;:l 6jUj‘ < 25}. Then, for every

€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that

Ps(€) D cy/e [-1,1]°, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R?.

@ For the proof we use an inductive scheme; first, consider all points of the form
(6}1))j<s € R®, with 5}1) = +1. By the parallelogram law,

s 2 s
1 2
Eyo_u| 20| =3 Iuf <.
j=1 j=1

@ Using Markov's inequality, we find M* C {—1,1}° with cardinality |[M*| > 2°~!, such
that for every (6}1)) e M,

2
< 2s.

s
1
>0
j=1

@ Using the geometric Sauer-Shelah lemma we find o1 C S, with cardinality |o1| >
such that Py, (M') = {—1,1}°1. Since M* C £N Q and the last set is convex, w
have Q-, C P,, (€N Q).

s
2
(S
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Isomorphic Sauer-Shelah lemma

2
Let u1,...,us € Bf and € = {((Sj)jgs eR®: ’Zj.:l 6jUj’ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e[—1,1]?, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R7.
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Isomorphic Sauer-Shelah lemma

Isomorphic Sauer-Shelah lemma

2
Let u1,...,us € Bf and € = {((Sj)jgs eR®: ’Zj.:l 6juj~’ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e[—1,1]?, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R7.

Weset S={1,...,s}, Q=[-1,1]°, Q- =[-1,1]" for every 7 C S, and for every k > 1
we define ax = K71 2/% and B = S 2r =2k — 1.
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Let u1,...,us € Bf and € = {((Sj)jgs eR®: ’Zj.:l 6juj~’ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e[—1,1]?, where ¢ > 0 is an absolute constant, and P, is the orthogonal

projection onto R7.

Weset S={1,...,s}, Q=[-1,1]°, Q- =[-1,1]" for every 7 C S, and for every k > 1
we define ax = K71 2/% and B = S 2r =2k — 1.

Claim (proved by induction on k)

For every k > 1 there exists ox C S with cardinality |ox| > (1 — 5;)s, such that

Qo C Po, (k€ N BeQ).
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Isomorphic Sauer-Shelah lemma

Isomorphic Sauer-Shelah lemma

2
Let u1,...,us € Bf and € = {((Sj)jgs eR®: ’Z;:l 6,-u1‘ < 25}. Then, for every
€ € (0,1) there exists 0 C {1,...,s} with cardinality |o| > (1 — €)s, such that
Ps(€) D cy/e[-1,1]°, where c > 0 is an absolute constant, and P, is the orthogonal

projection onto R7.

Weset S={1,...,s}, Q=[-1,1]°, Q- =[-1,1]" for every 7 C S, and for every k > 1
we define ax = K71 2/% and B = S 2r =2k — 1.

Claim (proved by induction on k)

For every k > 1 there exists ox C S with cardinality |ox| > (1 — 5;)s, such that

Qo C Po, (k€ N BeQ).

The claim shows that for every k = 1,2, ..., there exists ox C S with |ok| > (1 — 3)s,
such that

1 o
Py (€) D¢ ok [-1,1]°%,

where ¢ = v/2 — 1. Then, we easily arrive at the statement of the isomorphic
Sauer-Shelah lemma with a slightly worse value for the constant c.
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The inductive step

@ Consider all points of the form 6}”1), j <'s, where 5}“1) =0ifj € ok and
ST = £2K2if j ¢ 0.
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The inductive step

e Consider all points of the form 6}”1), j

ST = £2K2if j ¢ 0.
@ As in the first step,

< s, where 5}“1) =0ifj € ok and

2
=> 2yl <s.

Jtok

s

(k+1) .

E(‘S}k“))jss' z; o
p

Observe that the cardinality of the set of points (5}k+1))j<5 is 25717l From

Markov's inequality we may find M*** C [0,, x {—2%/2 2K/215\°k] N & with
‘Mk+1| > 2sf\ak|71.
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Observe that the cardinality of the set of points (5}k+1))j<5 is 25717l From

Markov's inequality we may find M*** C [0,, x {—2%/2 2K/215\°k] N & with
‘Mk+1| > 2sf\ak|71.

@ By the Sauer-Shelah lemma there exists 05,1 C S\ o, with cardinality
loiia] = 3(s — |ok|), such that

Povor (M) = 05, x {22, 2k/2) ok,
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The inductive step

e Consider all points of the form 6}”1), j

ST = £2K2if j ¢ 0.
@ As in the first step,

< s, where 5}“1) =0ifj € ok and

2
=> 2yl <s.

Jtok

s

(k+1) .

E(‘S}k“))jss' z; o
p

Observe that the cardinality of the set of points (5}k+1))j<5 is 25717l From

Markov's inequality we may find M*** C [0,, x {—2%/2 2K/215\°k] N & with
‘Mk+1| > 2sf\ak|71.

@ By the Sauer-Shelah lemma there exists 05,1 C S\ o, with cardinality
loiia] = 3(s — |ok|), such that

Povor (M) = 05, x {22, 2k/2) ok,

@ Since M*1 C £ 2*/2Q and the last set is convex, it follows that

k k/2 k
0, x 2°Qor, C Po,uop, (2260 2°Q).
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The inductive step

e We know that Qs, C Py, (k€ N Bk Q) and

05, X 2°Qor,, C Pouop, (226 02°Q).
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The inductive step

e We know that Qs, C Py, (k€ N Bk Q) and

05, X 2°Qor,, C Pouop, (226 02°Q).

@ Suppose that a € Q,, and b € QU;“. By the inductive hypothesis, we can find
W, € Bk QU;H for which

(a,Wa) € Po,uor (o€ N B Q).

k+1
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The inductive step

e We know that Qs, C Py, (k€ N Bk Q) and

K k/2 k
05, X 2°Qor,, C Pouop, (226 02°Q).
@ Suppose that a € Q,, and b € QU;“. By the inductive hypothesis, we can find
W, € Bk QU;H for which

(a,Wa) € Po,uor (o€ N B Q).

k+1

o We define va, = b — w,. It is clear that vap € (Bk +1)Qpx = 2kQ“Z+1’ and hence

k+1

(004, Vap) € Po,uoz, (226 M2°Q).
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The inductive step

e We know that Qs, C Py, (k€ N Bk Q) and

0, x 2"Quz | € Pouor,, (276 02Q).

@ Suppose that a € Q,, and b € QU;“. By the inductive hypothesis, we can find
W, € Bk QU;H for which

(a,Wa) € Po,uor (o€ N B Q).

k+1

o We define v, = b — w,. It is clear that v, € (Bk + 1) Qo»

_ ok
2., = 2°Qop,,, and hence

(004, Vap) € Po,uoz, (226 M2°Q).
o Consequently,
(a,b) = (3, Wa) + (0o, Va,6) € Poiior, (k€ N Bk Q) + Poioz (226N 2°Q)
C Poyuor,, (1€ N B Q).
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The inductive step

e We know that Qs, C Py, (k€ N Bk Q) and

05, X 2°Qor,, C Pouop, (226 02°Q).

@ Suppose that a € Q,, and b € QU;“. By the inductive hypothesis, we can find
W, € Bk QU;H for which

(a,Wa) € Po,uor (o€ N B Q).

k+1

o We define v, = b — w,. It is clear that v, € (Bk + 1) Qo»

_ ~k
= 2 ngﬂ, and hence

(004, Vap) € Po,uoz, (226 M2°Q).
o Consequently,
(a,b) = (3, Wa) + (0o, Va,6) € Poiior, (k€ N Bk Q) + Poioz (226N 2°Q)
C Poyuor,, (1€ N B Q).

@ We have thus proved that
onUa:+1 - PO'kUUZ+1(ak+IS n /8k+1 Q)

We set k11 = 0k U ofyq and observe that |oxy1| > (1 — 57)s.
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Upper bound for R7

The main proposition

Let X = (R, || - ||) be a normed space and let € € (0,1). Assume that the unit ball K of
X is in Lowner position. Then, we can find m > (1 — €)n and vectors zi, ..., zn in X
with ||zi|| = |zi| = 1 so that, for any choice of real numbers ti, ..., tm,
m s m
| > ta] > e > 1al,
i=1 vn i=1
where ¢ > 0 is an absolute constant. )
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Upper bound for R7

The main proposition

Let X = (R, || - ||) be a normed space and let € € (0,1). Assume that the unit ball K of
X is in Lowner position. Then, we can find m > (1 — €)n and vectors zi, ..., zn in X
with ||zi|| = |zi| = 1 so that, for any choice of real numbers ti, ..., tm,

m s m
‘; tiZi‘ > Cﬁ; |ti|7

where ¢ > 0 is an absolute constant.

Proof:

@ We use the lemma of Szarek and Talagrand to choose xi, ..., xs € K with
s > (1 — 5)n, such that dis‘c(x,—7 span{x;,j # I}) >Je/2foralli=1,...,s.
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Upper bound for R7

The main proposition

Let X = (R, || - ||) be a normed space and let € € (0,1). Assume that the unit ball K of
X is in Lowner position. Then, we can find m > (1 — €)n and vectors zi, ..., zn in X
with ||zi|| = |zi| = 1 so that, for any choice of real numbers ti, ..., tm,

m s m

where ¢ > 0 is an absolute constant.

Proof:
@ We use the lemma of Szarek and Talagrand to choose xi, ..., xs € K with
s > (1 — 5)n, such that dis‘c(x,—7 span{x;,j # I}) >Je/2foralli=1,...,s.

@ There exist v; L span{x;, j # i} which form a biorthogonal system with the x;’s and
have length |vi| < \/2/e. In other words, we can find vi,...,vs € R" such that

lvil <v/2/e and (x;,v;) = Jj ihj=1,...,s.
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Upper bound for R7

Proof (continued):
e We define uj = \/€/2 v;, and applying the isomorphic Sauer-Shelah lemma for the
2
set £ = {(6j)j<5 eR®: ‘Z;ZI juj| < 25} we find o C {1,...,s} of cardinality
lo] = (1 — §)s, with

Po(€) D eve[-11).
Then, o] = (1 —€)n.
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Upper bound for R7

Proof (continued):
e We define uj = \/€/2 v;, and applying the isomorphic Sauer-Shelah lemma for the
2
set £ = {(6j)j<5 eR®: ‘Z;ZI juj| < 25} we find o C {1,...,s} of cardinality
lo] = (1 — §)s, with

Po(€) D eve[ 11",
Then, o] = (1 —€)n.
@ Note that for all (t;)ics we have

Z [ti| = < Zt;x;,Zsign(tj)\/j >

i€o i€o jEo
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Upper bound for R7

Proof (continued):
e We define uj = \/€/2 v;, and applying the isomorphic Sauer-Shelah lemma for the
2
set £ = {(6j)j<5 eR®: ‘Z;ZI juj| < 25} we find o C {1,...,s} of cardinality
lo] = (1 — §)s, with

Po(€) D eve[ 11",
Then, o] = (1 —€)n.
@ Note that for all (t;)ics we have

Z [ti| = < Zt;x;,Zsign(tj)\/j >

ico ico JjEo
@ Since (c+v/esign(tj))jco € Po(E), we can find a point (d;)j<s in &, such that
d; = c/esign(t;) if j € 0. Note that if /i € o and j ¢ o then (x;,v;) = 0, and hence

< Zt,—x,-,Zsign(tj)vj> = ci\/g < fezat,-x,-,;éjvj> < ciﬁ iezat,’x," \/E’jiléjuj

i€o jEo
2./s Vn
<7‘ E tiXi‘<7‘ E tiXi’-
ce . ce |4
i€o i€Eo

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 17 / 43



Upper bound for R7

Proof (continued):
e We define uj = \/€/2 v;, and applying the isomorphic Sauer-Shelah lemma for the
2
set £ = {(6j)j<5 eR®: ‘Z;ZI juj| < 25} we find o C {1,...,s} of cardinality
lo] = (1 — §)s, with

Po(€) D eve[ 11",
Then, o] = (1 —€)n.
@ Note that for all (t;)ics we have

Z [ti| = < Zt;x;,Zsign(tj)\/j >

ico ico JjEo
@ Since (c+v/esign(tj))jco € Po(E), we can find a point (d;)j<s in &, such that
d; = c/esign(t;) if j € 0. Note that if /i € o and j ¢ o then (x;,v;) = 0, and hence

1 > 1 2 1<
iXi, i Vi) = —= iXi 5"> — ii'\/j’ oju;
<iezotx jezamgn(tj)vj> Cﬁ<fezatx J; Vi ) < /e iezatx . ; j Uj
2./s Vn
< | Xl < [ e

@ We choose as z;, i =1,...,|o| = m, the x;'s for which j € o, and the proof is
complete.
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Proof of R, < cn®/®

e Let X = (R",| - ||) be an n-dimensional normed space.
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Proof of R, < cn®/®

e Let X = (R",| - ||) be an n-dimensional normed space.

@ We may assume that the unit ball K of X is in Léwner position. Fix ¢ € (0,1). We
have found m > (1 — €)n and zi, ..., z, in X with ||zi|| = |z = 1 so that, for any

choice of real numbers t1, ..., tm,

m € m
’ Z t,'Z," > c— Z |t,'|.
i=1 \/E i=1
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Proof of R, < cn®/®

e Let X = (R",| - ||) be an n-dimensional normed space.
@ We may assume that the unit ball K of X is in Léwner position. Fix ¢ € (0,1). We
have found m > (1 — €)n and zi, ..., z, in X with ||zi|| = |z = 1 so that, for any

choice of real numbers t1, ..., tm,

m € m
’ Z t,'Z," > c— Z |t,'|.
i=1 \/E i=1

e We define F = span{z,...,zn} and choose any orthonormal basis y1, ..., yn—m of
F*. By John's theorem, for every j =1,...,n — m we have

il < llyill < Vnlys| = /.

18 / 43
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Proof of R, < cn®/®

e Let X = (R",| - ||) be an n-dimensional normed space.

@ We may assume that the unit ball K of X is in Léwner position. Fix ¢ € (0,1). We
have found m > (1 — €)n and zi, ..., z, in X with ||zi|| = |z = 1 so that, for any
choice of real numbers t1, ..., tm,

’ Z t,'Z," > CL Z |t,'|.
i=1 =

e We define F = span{z,...,zn} and choose any orthonormal basis y1, ..., yn—m of
F*. By John's theorem, for every j =1,...,n — m we have

il < llyill < Vnlys| = /.

@ Therefore, if we set w; = y;/||y;|| we have ||w;]| =1 and |w;| > 1/4/n,
j=1....,n—m.
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Proof of R, < cn®/®

e Let X = (R",| - ||) be an n-dimensional normed space.

@ We may assume that the unit ball K of X is in Léwner position. Fix ¢ € (0,1). We
have found m > (1 — €)n and zi, ..., z, in X with ||zi|| = |z = 1 so that, for any
choice of real numbers t1, ..., tm,

m € m
’ Z t,'Z," > c— Z |t,'|.
i=1 \/E i=1

e We define F = span{z,...,zn} and choose any orthonormal basis y1, ..., yn—m of
F*. By John's theorem, for every j =1,...,n — m we have

il < llyill < Vnlys| = /.

@ Therefore, if we set w; = y;/||y;|| we have ||w;]| =1 and |w;| > 1/4/n,
j=1....,n—m.

o Consider the n-tuple of vectors zi,...,zm, wi,..., Wo—m. Note that n — m < en.
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Proof of R, < cn®/®

o Let ty,...,tm,S1,...,5S—m € R. Then,

m n—m m n—m
’ E tizi + E Siwj| < H E tizi + E Sjwj
i=1 =1 i=1 =1

i=1

m n—m
<D lul+ Y Isil-
j=1
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Proof of R, < cn®/®

o Let ty,...,tm,S1,...,5S—m € R. Then,

m n—m m n—m m n—m
’Ztiz;JrZsj-vvj SHZt;z;wLZSJWJ < I+ sl
i=1 j=1 i=1 j=1 i=1 j=1

@ On the other hand, 37, tiz; is orthogonal to 3, sjw;. It follows that
m n—m m 2 n—m 2 1/2 1 m n—m
Stz Y sw|= (|t + | sw|) > S|+ X ew
i=1 j=1 i=1 j=1 V2 i=1 j=1
1 (’ = ‘ « 2 2\1/2 1 /ce 11 =
= — tiz; +( s |w; ) )>7(7 ti| + ——= —— S')
vAPD Z|| > 75\ m 218 ﬁ?m;A

)
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Proof of R, < cn®/®

o Let ty,...,tm,S1,...,5S—m € R. Then,

m n—m m n—m m n—m
’Ztiz;JrZsj-vvj <HZEZ;+ZSJWJ < I+ sl
i=1 j=1 i=1 j=1 i=1 j=1

@ On the other hand, 37, tiz; is orthogonal to 3, sjw;. It follows that
’éﬂzﬁnji%m :(‘étIZiQ 2)1/22\2(]?:,-2,-“]25]%
= (Sl (B am) ) > GG+ s )
ol S S

@ We have thus proved that

d(X, 1) < \/ﬁmax{ﬁ/ce, Ven}

1/3

j Wi

)

for every € € (0,1). The optimal choice of € is € =~ 1/n"/>. For a value of € of this

order we have d(X, 1) < en®/®.
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Proportional Dvoretzky-Rogers factorization

In their study of the radius R, Bourgain and Szarek obtained a proportional
Dvoretzky-Rogers factorization theorem.

Bourgain-Szarek

Assume that By is the minimal volume ellipsoid of K, For every € € (0, 1) one can find
m > (1 —€)n and xi,...,xm among the contact points of K and B3, so that for every
choice of scalars (ti)i<m

f( 2\1/2 < 5 < 5
E) t;i < Ztlxl < Ztlxl
=il i=1

i—1

m
DI
i=1
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Proportional Dvoretzky-Rogers factorization

In their study of the radius R, Bourgain and Szarek obtained a proportional
Dvoretzky-Rogers factorization theorem.

Bourgain-Szarek

Assume that By is the minimal volume ellipsoid of K, For every € € (0, 1) one can find
m > (1 —€)n and xi,...,xm among the contact points of K and B3, so that for every
choice of scalars (ti)i<m

f( 2\1/2 < 5 < 5
6) t;i < Ztlxl < Ztlxl
i=1 i=1

i—1

m
<3l
i=1

@ The important part in this string of inequalities is the first one; it provides a
much-stronger version of the classical Dvoretzky—Rogers Lemma which implied a
similar inequality only for m < /n.
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Proportional Dvoretzky-Rogers factorization

In their study of the radius R, Bourgain and Szarek obtained a proportional
Dvoretzky-Rogers factorization theorem.

Bourgain-Szarek

Assume that By is the minimal volume ellipsoid of K, For every € € (0, 1) one can find

m > (1 —€)n and xi,...,xm among the contact points of K and B3, so that for every
choice of scalars (ti)i<m

f( 2\1/2 < o5 < o5
6) t;i < Ztlxl < Ztlxl
=il i=1

i—1

m
<3l
i=1

@ The important part in this string of inequalities is the first one; it provides a
much-stronger version of the classical Dvoretzky—Rogers Lemma which implied a
similar inequality only for m < /n.

@ Equivalently, it can be stated in the form of a “proportional factorization result”:

Proportional Dvoretzky-Rogers factorization

Let X be an n-dimensional normed space. For any € > 0 there exists k > (1 — €)?n such
that the identity operator i> o : /5 — I, can be written in the form 0o = oo 3, where
Bilfi =X, a: X =I5 and [lof - |B] < L.
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Proportional Dvoretzky-Rogers factorization

@ The first proof by Bourgain and Szarek gave a weaker dependence on €. The work of

Szarek and Talagrand improved the dependence on ¢ to ¢ 2.
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Proportional Dvoretzky-Rogers factorization

@ The first proof by Bourgain and Szarek gave a weaker dependence on €. The work of
Szarek and Talagrand improved the dependence on ¢ to ¢ 2.

@ The best known dependence on € is c(€) = £. The tools that are used are
factorization arguments related to Grothendieck's inequality and the following
stronger version of the isomorphic Sauer-Shelah lemma.

< 1}. For every

Let ui,...,us € By and define & = {(5j)jgs ER’: ‘ijl 8juj
€ € (0,1) we can find ¢ C {1,...,s} with |o| > (1 — €)s such that

Po'(g) 2 C\/EBO—,

where B, is the Euclidean unit ball in R? and ¢ > 0 is an absolute constant.
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Proportional Dvoretzky-Rogers factorization

@ The first proof by Bourgain and Szarek gave a weaker dependence on €. The work of
Szarek and Talagrand improved the dependence on ¢ to ¢ 2.

@ The best known dependence on € is c(€) = £. The tools that are used are
factorization arguments related to Grothendieck's inequality and the following
stronger version of the isomorphic Sauer-Shelah lemma.

< 1}. For every

Let ui,...,us € By and define & = {(5j)jgs ER’: ‘ijl 8juj
€ € (0,1) we can find ¢ C {1,...,s} with |o| > (1 — €)s such that

Po'(g) 2 C\/EBO—,

where B, is the Euclidean unit ball in R? and ¢ > 0 is an absolute constant.

@ The y/e-dependence on ¢ in the previous result is best possible.
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Proportional Dvoretzky-Rogers factorization

@ The first proof by Bourgain and Szarek gave a weaker dependence on €. The work of
Szarek and Talagrand improved the dependence on ¢ to ¢ 2.

@ The best known dependence on € is c(€) = £. The tools that are used are
factorization arguments related to Grothendieck's inequality and the following
stronger version of the isomorphic Sauer-Shelah lemma.

< 1}. For every

Let ui,...,us € By and define & = {(5j)jgs ER’: ‘ijl 8juj
€ € (0,1) we can find ¢ C {1,...,s} with |o| > (1 — €)s such that

Po'(g) 2 C\/EBO')

where B, is the Euclidean unit ball in R? and ¢ > 0 is an absolute constant.

@ The y/e-dependence on ¢ in the previous result is best possible.

@ Having the proportional Dvoretzky-Rogers factorization theorem, by an application
of the Cauchy-Schwarz inequality we receive the main proposition that we used to
prove the estimate R, < cn®/® for the Banach-Mazur distance to the cube.
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Asymptotic centers of the Banach-Mazur compactum

@ As an application of the proportional Dvoretzky-Rogers factorization theorem,
Bourgain and Szarek gave a final answer to the problem of the uniqueness up to
constant of the center of the Banach-Mazur compactum.
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Asymptotic centers of the Banach-Mazur compactum

@ As an application of the proportional Dvoretzky-Rogers factorization theorem,
Bourgain and Szarek gave a final answer to the problem of the uniqueness up to
constant of the center of the Banach-Mazur compactum.

Does there exist a function f(\), A > 1, such that for every X € B, with R(X) < A/n
we must have d(X,45) < f(A)?
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Asymptotic centers of the Banach-Mazur compactum

@ As an application of the proportional Dvoretzky-Rogers factorization theorem,
Bourgain and Szarek gave a final answer to the problem of the uniqueness up to
constant of the center of the Banach-Mazur compactum.

Does there exist a function f(\), A > 1, such that for every X € B, with R(X) < A/n
we must have d(X,45) < f(A)?

In other words, the question is if all the “asymptotic centers’ of the Banach-Mazur
compactum are close to Euclidean space.
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Asymptotic centers of the Banach-Mazur compactum

@ As an application of the proportional Dvoretzky-Rogers factorization theorem,
Bourgain and Szarek gave a final answer to the problem of the uniqueness up to
constant of the center of the Banach-Mazur compactum.

Does there exist a function f(\), A > 1, such that for every X € B, with R(X) < A/n
we must have d(X,45) < f(A)?

In other words, the question is if all the “asymptotic centers’ of the Banach-Mazur
compactum are close to Euclidean space.

@ The answer is negative:

Bourgain-Szarek

Let Xo = ¢5 @ ¢7 ° where s = |n/2]. Then R(Xo) < cy/n for some absolute constant but

d(Xo, 88) > /n/2.
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Asymptotic centers of the Banach-Mazur compactum

@ As an application of the proportional Dvoretzky-Rogers factorization theorem,
Bourgain and Szarek gave a final answer to the problem of the uniqueness up to
constant of the center of the Banach-Mazur compactum.

Does there exist a function f(\), A > 1, such that for every X € B, with R(X) < A/n
we must have d(X,45) < f(A)?

In other words, the question is if all the “asymptotic centers’ of the Banach-Mazur
compactum are close to Euclidean space.

@ The answer is negative:

Bourgain-Szarek

Let Xo = ¢5 @ ¢7 ° where s = |n/2]. Then R(Xo) < cy/n for some absolute constant but

d(Xo, 88) > /n/2.

@ The main tool in the proof is the proportional Dvoretzky-Rogers theorem.
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An alternative approach

A second proof of the bound R”, < cn®/®
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An alternative approach

A second proof of the bound R”, < cn®/®

@ Next we discuss an alternative proof of the proportional Dvoretzky-Rogers
factorization theorem, which is due to P. Youssef.
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An alternative approach

A second proof of the bound R”, < cn®/®

@ Next we discuss an alternative proof of the proportional Dvoretzky-Rogers
factorization theorem, which is due to P. Youssef.

@ We have seen that this also implies the upper bound R", < cn®/®.
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An alternative approach

A second proof of the bound R”, < cn®/®

@ Next we discuss an alternative proof of the proportional Dvoretzky-Rogers
factorization theorem, which is due to P. Youssef.
@ We have seen that this also implies the upper bound R", < cn®/®.

@ Youssef exploited the method introduced in previous work of Spielman and
Srivastava.
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Spectral sparsification

@ We start with the work of Batson, Spielman and Srivastava on the question to
approximate a graph G = (V, E, w) by a sparse graph G'.
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Spectral sparsification

@ We start with the work of Batson, Spielman and Srivastava on the question to
approximate a graph G = (V, E, w) by a sparse graph G'.
@ Recall that the Laplacian matrix L¢ of a graph G = (V, E, w) is defined by

<LGX7X> = Z Wu,v(Xu - XV)2‘
(u,v)EE

Here, V is the set of vertices of G, E is the set of edges of G, and w,,, is the weight
of the edge (u,v) € E.
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Spectral sparsification

@ We start with the work of Batson, Spielman and Srivastava on the question to
approximate a graph G = (V, E, w) by a sparse graph G'.
@ Recall that the Laplacian matrix L¢ of a graph G = (V, E, w) is defined by
(Lex,x) = Z Wav (xu — xv)°.
(u,v)EE

Here, V is the set of vertices of G, E is the set of edges of G, and w,,, is the weight
of the edge (u,v) € E.

e Formally, one says that G’ is a y-approximation of G (for some v > 1) if
(Lex,x) < {Lgrx,x) < v (Lgx,x)
for all x e RY.
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Spectral sparsification

@ We start with the work of Batson, Spielman and Srivastava on the question to
approximate a graph G = (V, E, w) by a sparse graph G'.
@ Recall that the Laplacian matrix L¢ of a graph G = (V, E, w) is defined by

<LGX7X> = Z Wu,v(Xu - XV)2‘
(u,v)EE

Here, V is the set of vertices of G, E is the set of edges of G, and w,,, is the weight
of the edge (u,v) € E.
e Formally, one says that G’ is a y-approximation of G (for some v > 1) if

(Lex,x) < {Lgrx,x) < v (Lgx,x)

for all x e RY.

@ Batson, Spielman and Srivastava developed a method which shows that for every
d > 1, every undirected weighted graph G = (V, E, w) with n vertices and m edges
contains a weighted subgraph G’ = (V, F’, W) with [d(n — 1)] edges that satisfies

<LGX’ X> < <LG’X7 X> < V4 <LGX7X>

2
n I Vd+1
for all x € R", where 4 := (\/3—1) .
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Spectral sparsification

@ We start with the work of Batson, Spielman and Srivastava on the question to
approximate a graph G = (V, E, w) by a sparse graph G'.
@ Recall that the Laplacian matrix L¢ of a graph G = (V, E, w) is defined by

<LGX7X> = Z Wu,v(Xu _XV)2‘
(u,v)EE

Here, V is the set of vertices of G, E is the set of edges of G, and w,,, is the weight
of the edge (u,v) € E.
e Formally, one says that G’ is a y-approximation of G (for some v > 1) if

(Lex,x) < {Lgrx,x) < v (Lgx,x)

for all x e RY.

@ Batson, Spielman and Srivastava developed a method which shows that for every
d > 1, every undirected weighted graph G = (V, E, w) with n vertices and m edges
contains a weighted subgraph G’ = (V, F’, W) with [d(n — 1)] edges that satisfies

<LGX’ X> < <LG’X7 X> < V4 <LGX7X>

Va1 )2
Vd—1

@ The proof also provided a deterministic algorithm for computing the graph G’ in
time O(dn*m).

for all x € R", where 4 := (

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 24 /43



Spectral sparsification

@ For notational convenience, from now on v denotes a column vector in R” (an nxl1
matrix) and v’ denotes a row vector (a 1 x n matrix). We write / for the identity
matrix of the appropriate dimension. If A, B are two n X n matrices then the
notation A < B means that the matrix B — A is positive semidefinite, while A < B
means that B — A is positive definite.
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Spectral sparsification

@ For notational convenience, from now on v denotes a column vector in R” (an nxl1
matrix) and v’ denotes a row vector (a 1 x n matrix). We write / for the identity
matrix of the appropriate dimension. If A, B are two n X n matrices then the
notation A < B means that the matrix B — A is positive semidefinite, while A < B
means that B — A is positive definite.

@ The main technical result of Batson, Spielman and Srivastava is the following purely
linear algebraic theorem.

Batson-Spielman-Srivastava, ~ 2009

2
Let d > 1, yq := (\/3“) and vi, ..., vm € R” such that

Vd—1
m
I = Z vjva,
j=1
There exist non-negative reals {s;}1<j<m, with [{j : s5; # 0}| < dn, such that

m
12> svv| <yal.
=
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Geometric applications

@ It was soon understood that the theorem of Batson, Spielman and Srivastava is
closely related to John decompositions and should have important applications to
convex geometry.
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Geometric applications

@ It was soon understood that the theorem of Batson, Spielman and Srivastava is
closely related to John decompositions and should have important applications to
convex geometry.

@ A sample of applications (chronologically the first):

Srivastava, ~ 2010

Let K be a symmetric convex body in R”. For any 0 < € < 1 there exists a symmetric
convex body D in R” such that D C K C (14 ¢)D and D has at most cn/e® contact
points with its John ellipsoid, where ¢ > 0 is an absolute constant.
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Geometric applications

@ It was soon understood that the theorem of Batson, Spielman and Srivastava is
closely related to John decompositions and should have important applications to
convex geometry.

@ A sample of applications (chronologically the first):

Srivastava, ~ 2010

Let K be a symmetric convex body in R”. For any 0 < € < 1 there exists a symmetric
convex body D in R” such that D C K C (14 ¢)D and D has at most cn/e® contact
points with its John ellipsoid, where ¢ > 0 is an absolute constant.

@ Using completely different methods, Rudelson had proved that one can do the same
with a convex body D whose number of contact points with its John ellipsoid is less
than Cnlogn/é>.
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Geometric applications

@ It was soon understood that the theorem of Batson, Spielman and Srivastava is
closely related to John decompositions and should have important applications to
convex geometry.

@ A sample of applications (chronologically the first):

Srivastava, ~ 2010

Let K be a symmetric convex body in R”. For any 0 < € < 1 there exists a symmetric
convex body D in R” such that D C K C (14 ¢)D and D has at most cn/e® contact
points with its John ellipsoid, where ¢ > 0 is an absolute constant.

@ Using completely different methods, Rudelson had proved that one can do the same
with a convex body D whose number of contact points with its John ellipsoid is less

than Cnlogn/é>.
@ Srivastava also obtained a non-symmetric analogue of this theorem. Later, it took

an optimal form:

Friedland-Youssef, ~ 2016

Let K be a convex body in R"”. For any 0 < € < 1 there exists a convex body D in R"
such that d(K, D) < 1+ € and D has at most cn/e? contact points with its John
ellipsoid, where ¢ > 0 is an absolute constant.

Castro Urdiales, September 2018 26 / 43
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Geometric applications, Il

Gluskin-Litvak, Barvinok, ~ 2012

Let d > 1. If K is a symmetric convex body whose minimal volume ellipsoid is the

Euclidean unit ball, then there is a subset X C K N S"! of cardinality card(X) < dn
such that

K C B; C vav/nconv(X).
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Geometric applications, Il

Gluskin-Litvak, Barvinok, ~ 2012

Let d > 1. If K is a symmetric convex body whose minimal volume ellipsoid is the
Euclidean unit ball, then there is a subset X C K N S"! of cardinality card(X) < dn
such that

K C B; C vav/nconv(X).

@ Barvinok applied this fact to prove that there exist C, ¢y > 0 such that for any
0 < € < € and any symmetric convex body C in R", n > 1, there exists a symmetric

polytope P in RY with at most (% log %)n vertices such that P C C C (1 + €)P.

One should compare this estimate with the standard bound (3/¢€)” which follows by
a simple volumetric argument.
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Geometric applications, Il

Gluskin-Litvak, Barvinok, ~ 2012

Let d > 1. If K is a symmetric convex body whose minimal volume ellipsoid is the
Euclidean unit ball, then there is a subset X C K N S"! of cardinality card(X) < dn
such that

K C B3 C y4+/nconv(X).

@ Barvinok applied this fact to prove that there exist C, ¢y > 0 such that for any
0 < € < € and any symmetric convex body C in R", n > 1, there exists a symmetric
polytope P in RY with at most (% log %) vertices such that P C C C (1 + €)P.
One should compare this estimate with the standard bound (3/¢€)” which follows by
a simple volumetric argument.

@ Gluskin and Litvak applied the same fact to obtain the optimal form of an estimate
of Bezdek and Litvak for the vertex index of a convex body, defined by

N
vein(K) = inf{ZHyjHK K C conv{yl,...,ym}}.

j=1
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Geometric applications, Il

Gluskin-Litvak, Barvinok, ~ 2012

Let d > 1. If K is a symmetric convex body whose minimal volume ellipsoid is the
Euclidean unit ball, then there is a subset X C K N S"! of cardinality card(X) < dn
such that

K C B; C vav/nconv(X).

@ Barvinok applied this fact to prove that there exist C, ¢y > 0 such that for any
0 < € < € and any symmetric convex body C in R", n > 1, there exists a symmetric
polytope P in RY with at most (% log %) vertices such that P C C C (1 + €)P.
One should compare this estimate with the standard bound (3/¢€)” which follows by
a simple volumetric argument.

@ Gluskin and Litvak applied the same fact to obtain the optimal form of an estimate
of Bezdek and Litvak for the vertex index of a convex body, defined by

N
vein(K) = inf{ZHyjHK K C conv{yl,...,ym}}.

j=1

@ They proved that if K is a centrally symmetric convex body in R" then
vein(K) < 24n*?. The example of the Euclidean ball shows that the bound O(n*/?)
is optimal.
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Restricted invertibility principle

@ The restricted invertibility principle of Bourgain and Tzafriri states that if A is an
n x n matrix whose columns Ae; have Euclidean norm equal to 1 then there exists
o C [n] of cardinality |o| > cn/||A||3 such that the restriction A, of A to
span{e; : j € o} is well-invertible.
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Restricted invertibility principle

@ The restricted invertibility principle of Bourgain and Tzafriri states that if A is an
n x n matrix whose columns Ae; have Euclidean norm equal to 1 then there exists
o C [n] of cardinality |o| > cn/||A||3 such that the restriction A, of A to
span{e; : j € o} is well-invertible.

Bourgain-Tzafriri, 1987

There exist absolute constants §, x > 0 such that if A: {5 — /¢35 is a linear operator with
|Aej| =1 for all j =1,...,n then one may find a subset o C [n] of cardinality

|o| > dn/||Al|3 such that
Y tae| > x> 16P (2)

Jj€ao Jj€o

‘ 2

for any choice of scalars {tj}jco.

Castro Urdiales, September 2018
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Restricted invertibility principle

@ The restricted invertibility principle of Bourgain and Tzafriri states that if A is an
n x n matrix whose columns Ae; have Euclidean norm equal to 1 then there exists
o C [n] of cardinality |o| > cn/||A||3 such that the restriction A, of A to
span{e; : j € o} is well-invertible.

Bourgain-Tzafriri, 1987

There exist absolute constants §, x > 0 such that if A: {5 — /¢35 is a linear operator with
|Aej| =1 for all j =1,...,n then one may find a subset o C [n] of cardinality

|o| > dn/||Al|3 such that
Y tae| > x> 16P (2)

Jj€ao Jj€o

‘ 2

for any choice of scalars {tj}jco.

e If A, is the restriction of A to span{e; : j € o} then (2) is equivalent to the fact that
Smin(As) = K, where smin(A) denotes the smallest singular number of an operator A.
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Restricted invertibility principle

Vershynin generalized the restricted invertibility theorem as follows.

Vershynin, ~ 2000

Let | = ZJ 1Viv, J is an arbitrary decomposition of the identity and A : ¢3 — /5 be a
linear operator. Then, for any e € (0, 1) one can find o C [m] of cardinality
lo| > (1 — €) ||AllZs/I|All3 such that for any choice of scalars (t;)jco,

| sl > (2 6)™ ®)

where c(€) > 0 is a constant depending only on e.
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Restricted invertibility principle

Vershynin generalized the restricted invertibility theorem as follows.

Vershynin, ~ 2000

Let | = ZJ 1Viv, J is an arbitrary decomposition of the identity and A : ¢3 — /5 be a
linear operator. Then, for any e € (0, 1) one can find o C [m] of cardinality
lo| > (1 — €) ||AllZs/I|All3 such that for any choice of scalars (t;)jco,

| sl > (2 6)™ ®)

where c(€) > 0 is a constant depending only on e.

o Note that if [Aej| = 1 for all j then, applying Vershynin's theorem for the standard

decomposition | = Zle ejejT we recover the theorem of Bourgain and Tzafriri.
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Vershynin generalized the restricted invertibility theorem as follows.

Vershynin, ~ 2000

Let | = ZJ 1Viv, J is an arbitrary decomposition of the identity and A : ¢3 — /5 be a
linear operator. Then, for any e € (0, 1) one can find o C [m] of cardinality
lo| > (1 — €) ||AllZs/I|All3 such that for any choice of scalars (t;)jco,

| sl > (2 6)™ ®)

where c(€) > 0 is a constant depending only on e.

o Note that if [Aej| = 1 for all j then, applying Vershynin's theorem for the standard

decomposition | = Zle ejejT we recover the theorem of Bourgain and Tzafriri.

@ Moreover, we may now find o C [n] of cardinality greater than (1 — €)n/||A||3 for
any e € (0,1) so that (2) will hold true, of course with a constant 6 = c(e)
depending on e.
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Restricted invertibility principle

Vershynin generalized the restricted invertibility theorem as follows.

Vershynin, ~ 2000

Let | = ZJ 1Viv, J is an arbitrary decomposition of the identity and A : ¢3 — /5 be a
linear operator. Then, for any e € (0, 1) one can find o C [m] of cardinality
lo| > (1 — €) ||AllZs/I|All3 such that for any choice of scalars (t;)jco,

| sl > (2 6)™ ®)

where c(€) > 0 is a constant depending only on e.

o Note that if [Aej| = 1 for all j then, applying Vershynin's theorem for the standard
decomposition | = Zle ejeJ-T we recover the theorem of Bourgain and Tzafriri.

@ Moreover, we may now find o C [n] of cardinality greater than (1 — €)n/||A||3 for
any e € (0,1) so that (2) will hold true, of course with a constant 6 = c(e)

depending on e.

@ Vershynin's argument is based on an iteration of the Bourgain-Tzafriri theorem and
a result of Kashin-Tzafriri, and this affects the final dependence of c(e) on e.
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Restricted invertibility principle

@ Spielman and Srivastava gave a generalization of the Bourgain-Tzafriri theorem, in
the spirit of Vershynin's theorem, with optimal dependence on ¢, exploiting the
method of their previous work with Batson.
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Restricted invertibility principle

@ Spielman and Srivastava gave a generalization of the Bourgain-Tzafriri theorem, in
the spirit of Vershynin's theorem, with optimal dependence on ¢, exploiting the
method of their previous work with Batson.

Spielman-Srivastava, ~ 2010

Let € € (0,1) and vi,...,vm € R" such that | =377, vivi. Let A: 5 — (5 be a linear
operator. We can find o C [m] of cardinality || > [(1 — €)?||All4s/||Al|3] such that the
set {Av; : j € o} is linearly independent and

2 || Allfs

Amin( Do(AG)(A)T) > IS,

" m
JEO

where the smallest eigenvalue Amin is computed on the subspace span{Av; : j € ¢ }.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018



Restricted invertibility principle

@ Spielman and Srivastava gave a generalization of the Bourgain-Tzafriri theorem, in
the spirit of Vershynin's theorem, with optimal dependence on ¢, exploiting the
method of their previous work with Batson.

Spielman-Srivastava, ~ 2010

Let € € (0,1) and vi,...,vm € R" such that | =377, vjv;'. Let A: {3 — {3 be a linear
operator. We can find o C [m] of cardinality |o| > [(1 — e) |AllZs/I|All3] such that the
set {Av; : j € o} is linearly independent and

Amin ( Z(AVJ‘)(AVJ')T) >é Al 7

" m
JEO

where the smallest eigenvalue Amin is computed on the subspace span{Av; : j € ¢ }.

@ The statement above is equivalent to the fact that, for any choice of scalars (t))jco,

’th > ”i)”;%;ﬁ)lﬁ_

JEOT
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Restricted invertibility principle

@ Spielman and Srivastava gave a generalization of the Bourgain-Tzafriri theorem, in
the spirit of Vershynin's theorem, with optimal dependence on ¢, exploiting the
method of their previous work with Batson.

Spielman-Srivastava, ~ 2010

Let € € (0,1) and vi,...,vm € R" such that | =377, vjv;'. Let A: {3 — {3 be a linear

operator. We can find o C [m] of cardinality |o| > [(1 — e) |AllZs/I|All3] such that the
set {Av; : j € o} is linearly independent and

Amin ( Z(AVJ‘)(AVJ')T) >é Al 7

" m
JEO

where the smallest eigenvalue Amin is computed on the subspace span{Av; : j € ¢ }.

@ The statement above is equivalent to the fact that, for any choice of scalars (t))jco,
MAlms ( 2)1/2
tiA ti .
| 2w > (2
JEOT

@ The Bourgain-Tzafriri theorem follows from this one, with constants §(¢) = (1 — ¢)?
K(e) = €.
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Proportional Dvoretzky-Rogers factorization

Comparing the previous results we see that both generalize the Bourgain-Tzafriri theorem
but in a different way.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018



Proportional Dvoretzky-Rogers factorization

Comparing the previous results we see that both generalize the Bourgain-Tzafriri theorem
but in a different way.

@ Vershynin: the vectors that are chosen are normalized but the dependence on ¢ is
weak.
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Proportional Dvoretzky-Rogers factorization

Comparing the previous results we see that both generalize the Bourgain-Tzafriri theorem
but in a different way.
@ Vershynin: the vectors that are chosen are normalized but the dependence on ¢ is
weak.
@ Spielman-Srivastava: optimal dependence on € but the vectors are not normalized.
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Proportional Dvoretzky-Rogers factorization

Comparing the previous results we see that both generalize the Bourgain-Tzafriri theorem
but in a different way.
@ Vershynin: the vectors that are chosen are normalized but the dependence on ¢ is
weak.
@ Spielman-Srivastava: optimal dependence on € but the vectors are not normalized.
Youssef obtained a restricted invertibility theorem for any rectangular matrix and any
normalization, with a good dependence on € at the same time.

Youssef, 2012

Let A be an n x m matrix and D = diag(aa,...,am) be a diagonal m X m matrix such
that Ker(D) C Ker(A). Then, for any € € (0, 1) there exists o C {1,..., m} with
o] > (1~ e)[|AllEs/l|Al3 such that

Smin (Ao Dy ") > €| Allus /|| D[,

where smin denotes the smallest singular value.
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Proportional Dvoretzky-Rogers factorization

Comparing the previous results we see that both generalize the Bourgain-Tzafriri theorem
but in a different way.

@ Vershynin: the vectors that are chosen are normalized but the dependence on ¢ is
weak.

@ Spielman-Srivastava: optimal dependence on € but the vectors are not normalized.
Youssef obtained a restricted invertibility theorem for any rectangular matrix and any
normalization, with a good dependence on € at the same time.

Youssef, 2012

Let A be an n x m matrix and D = diag(aa,...,am) be a diagonal m X m matrix such
that Ker(D) C Ker(A). Then, for any € € (0, 1) there exists o C {1,..., m} with
o] > (1~ e)[|AllEs/l|Al3 such that

Smin (Ao Dy ") > €| Allus /|| D[,

where smin denotes the smallest singular value.

Equivalently, for any choice of reals (tj)jc» one has

Agj llAllns 2\1/?
ti—| > € ( t-) .
‘JEZO' " a; |7 7||Dllus 21

j€Eo
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Proof of the proportional Dvoretzky-Rogers factorization theorem

Assume that Bj is the minimal volume ellipsoid of K, For every ¢ € (0,1) there exist
k> (1—e€)?nand yi,...,yx € Bf such that, for any choice of scalars (t;);<«,

(59" <Izerd <5

@ We start from John's decomposition / =37, cixix; where x; € 9(K) N S"*,
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Proof of the proportional Dvoretzky-Rogers factorization theorem

Assume that Bj is the minimal volume ellipsoid of K, For every ¢ € (0,1) there exist
k> (1—e€)?nand yi,...,yx € Bf such that, for any choice of scalars (t;);<«,

(59" <Izerd <5

@ We start from John's decomposition / =37, cixix; where x; € 9(K) N S"*,
@ We consider the n X m matrix A = (\/axl, .+« y\/CmXm) with columns VX and the
diagonal matrix D = diag(+/c1, . - .,/Cm). Then, AAT =/ and

[Allas = [ Dllus = /.
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Proof of the proportional Dvoretzky-Rogers factorization theorem

Assume that Bj is the minimal volume ellipsoid of K, For every ¢ € (0,1) there exist
k> (1—e€)?nand yi,...,yx € Bf such that, for any choice of scalars (t;);<«,

k ) 1/2 k k
(X8)" <[ X < 1sh
=1 j=1 j=1

@ We start from John's decomposition / =37, cixix; where x; € 9(K) N S"*,

@ We consider the n X m matrix A = (\/axl, .+« y\/CmXm) with columns VX and the
diagonal matrix D = diag(+/c1, . - .,/Cm). Then, AAT =/ and
[Allas = [ Dllus = /.

@ Given € € (0,1) we apply Youssef's theorem to A and D to find o C {1,..., m} with
|o| = k > (1 — €)n such that, for any choice of scalars t = (t;);co,

1/2
420 = | S ] > (£) ™"

Jj€o Jj€o
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Proof of the proportional Dvoretzky-Rogers factorization theorem

Assume that Bj is the minimal volume ellipsoid of K, For every ¢ € (0,1) there exist
k> (1—e€)?nand yi,...,yx € Bf such that, for any choice of scalars (t;);<«,

k ) 1/2 k k
(X8)" <[ X < 1sh
=1 j=1 j=1

@ We start from John's decomposition / =37, cixix; where x; € 9(K) N S"*,

@ We consider the n X m matrix A = (\/axl, .+« y\/CmXm) with columns VX and the
diagonal matrix D = diag(+/c1, . - .,/Cm). Then, AAT =/ and
[Allas = [ Dllus = /.

@ Given € € (0,1) we apply Youssef's theorem to A and D to find o C {1,..., m} with
|o| = k > (1 — €)n such that, for any choice of scalars t = (t;);co,

1/2
a0 = [ S| 2 o(20)
jEo jEo

@ Since K C BJ and ||xj|| = 1, we also have

> o] < [ 2w
JjEo JjEoT

<D Iyl < 1l
JjEOo jEo
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Idea of the proof

Let A be an n X m matrix and D = diag(aa, ..., am) be a diagonal m x m matrix such
that Ker(D) C Ker(A). Then, for any € € (0, 1) there exists o C {1,..., m} with
o = (1 — ¢)[|Allfs/[|Al3 such that

- el|Allus
Smin (Ao'Da 1) > )
[ Dllus
where smin denotes the smallest singular value.
e It suffices to find o C {1,..., m} with |o| > (1 — ¢)?||Al|lAs/||All3 such that
T Ae: Ae\T
(A:D;1)-(A:D;N)" =3 (AD ') - (ADS'e) =D (=) (=2
3 (a0re) - (a07%e) =32 () (5)

has rank equal to ko = |o| and its smallest positive eigenvalue is greater than
€| Allzzs /|| DII?
HS HS-
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Idea of the proof

Let A be an n X m matrix and D = diag(aa, ..., am) be a diagonal m x m matrix such
that Ker(D) C Ker(A). Then, for any € € (0, 1) there exists o C {1,..., m} with
o = (1 — ¢)[|Allfs/[|Al3 such that

- el|Allus
Smin (AO'DO' 1) > )
[ Dllus
where smin denotes the smallest singular value.
e It suffices to find o C {1,..., m} with |o| > (1 — ¢)?||Al|lAs/||All3 such that
T Ae: Ae\T
(A:D;1)-(A:D;N)" =3 (AD ') - (ADS'e) =D (=) (=2
3 (a0re) - (a07%e) =32 () (5)

has rank equal to ko = |o| and its smallest positive eigenvalue is greater than
|| Alls/IIDI
HS HS-
o The matrix M, = Y, (ﬁ

&

\NT
) . (%) is defined by an inductive scheme. We start
J

) N\NT
with My = 0 and at each step we add a rank one matrix (%) . (Ai) for a
J

@j

suitable j, which will give a new positive eigenvalue.
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Facts from linear algebra

Sherman-Morrison formula

Let A be an invertible n x n matrix. For any v € R" we have

AlwTA?

T\-1_ -1 A w A
A+w' ) =A TV TA Y
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Facts from linear algebra

Sherman-Morrison formula
Let A be an invertible n x n matrix. For any v € R" we have
AtwT AL

Ty\-1_ o1
A+w' ) =A TV TA Y

Matrix determinant formula

| N\

Let A be an invertible n X n matrix. For any v € R” we have

det(A+w') =det(A)(1+ v A V).
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Facts from linear algebra

Sherman-Morrison formula
Let A be an invertible n x n matrix. For any v € R" we have

At TA?!

T\-1_ -1 A w A
A+w' ) =A TV TA Y

Matrix determinant formula

Let A be an invertible n X n matrix. For any v € R” we have

det(A+w') =det(A)(1+ v A V).

Cauchy’s interlacing theorem

Let x(A)(x) = det(xI — A) denote the characteristic polynomial of A. If A is a symmetric
n x n matrix and v € R” then x(A) interlaces x(A + v’ ): if \;, A/ are their eigenvalues
in decreasing order then
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Facts from linear algebra

Condition for eigenvalues

Let M > 0 be a positive semidefinite n X n matrix with k positive eigenvalues, all of them
greater than b’ > 0. If w #0and 1+ w" (M — b'1)"*w < 0 then M + ww " has exactly
k + 1 positive eigenvalues, all of them greater than b'.

@ Let A1 > - > A be the non-zero eigenvalues of the matrix M and A} > -+ > M\,

be the largest (in decreasing order) eigenvalues of M + ww .
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Facts from linear algebra

Condition for eigenvalues

Let M > 0 be a positive semidefinite n X n matrix with k positive eigenvalues, all of them
greater than b’ > 0. If w #0and 1+ w" (M — b'1)"*w < 0 then M + ww " has exactly
k + 1 positive eigenvalues, all of them greater than b'.

@ Let A1 > - > A be the non-zero eigenvalues of the matrix M and A} > -+ > M\,
be the largest (in decreasing order) eigenvalues of M + ww .

o Consider the quantity

k

tr((M — b'1)~ Z/\, *Zo o

i=k+1
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Facts from linear algebra

Condition for eigenvalues

Let M > 0 be a positive semidefinite n X n matrix with k positive eigenvalues, all of them
greater than b’ > 0. If w #0and 1+ w" (M — b'1)"*w < 0 then M + ww " has exactly
k + 1 positive eigenvalues, all of them greater than b'.

@ Let A1 > - > A be the non-zero eigenvalues of the matrix M and A} > -+ > M\,

be the largest (in decreasing order) eigenvalues of M + ww .

o Consider the quantity

k

tr((M — b'1)~ Z/\, *Zo o

i=k+1

@ From the Sherman-Morisson formula we have
w' (M —b'1)2w

tr(M+ww” — b1 —tr(M = b'1)1) = = T W (M~ BTy Tw

>0

because the assumption implies that the denominator on the right hand side is
negative, and the numerator is positive since M — b’l is non-singular, therefore
(M — b'1)7% is positive definite.
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Facts from linear algebra

Condition for eigenvalues

Let M > 0 be a positive semidefinite n X n matrix with k positive eigenvalues, all of them
greater than b’ > 0. If w # 0 and 1+ w' (M — b'I)"'w < 0 then M + ww' has exactly
k + 1 positive eigenvalues, all of them greater than b'.

o Computing directly the same difference we get
0 <tr(M4+ww’ —b' 1)) —te(M—-b1)"")

k k
1 1 1 1 1 1
= — — < —,

N — b O—b’+;)\§—b’ g)\;—b’ New b W

because, by Cauchy’s interlacing theorem,
MZMZA2 2> Ne 20

and hence

for every i < k.
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Facts from linear algebra

Condition for eigenvalues

Let M > 0 be a positive semidefinite n X n matrix with k positive eigenvalues, all of them
greater than b’ > 0. If w # 0 and 1+ w' (M — b'I)"'w < 0 then M + ww' has exactly
k + 1 positive eigenvalues, all of them greater than b'.

o Computing directly the same difference we get
0 <tr(M4+ww’ —b' 1)) —te(M—-b1)"")

k k

1 1 1 1 1 1

= — — < —,
N — b O—U+Z;M—U %;x—u New b W

because, by Cauchy’s interlacing theorem,
MZMZA2 2> Ne 20

and hence
1 1

N—b  AN-b

<0

for every i < k.
=0

@ Since A1 = 0, we conclude that A} ; > b'.
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@ For any symmetric matrix M and any b > 0, we define the potential with barrier b by

®p(M) = tr(AT(M - bl)’lA).
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@ For any symmetric matrix M and any b > 0, we define the potential with barrier b by

®p(M) = tr(AT(M - bl)’lA).

@ We fix 6 > 0 to be chosen, and write My for the matrix that has been constructed
at the k-th step. We assume that M has k nonzero eigenvalues, all of them greater
than by > 0. We set ¢k(Mk) = ¢bk(Mk)'
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@ For any symmetric matrix M and any b > 0, we define the potential with barrier b by

®p(M) = tr(AT(M - bl)’lA).

@ We fix 6 > 0 to be chosen, and write My for the matrix that has been constructed
at the k-th step. We assume that M has k nonzero eigenvalues, all of them greater
than by > 0. We set ¢k(Mk) = ¢bk(Mk)'

@ Our aim is to add a rank one matrix v - v’ to My so that M1 = My + w has
k + 1 nonzero eigenvalues, all of them greater than bxy1 = by — 6 and
D1 (Mis1) < Ou(Mi).
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@ For any symmetric matrix M and any b > 0, we define the potential with barrier b by

®p(M) = tr(AT(M - bl)’lA).

@ We fix 6 > 0 to be chosen, and write My for the matrix that has been constructed
at the k-th step. We assume that M has k nonzero eigenvalues, all of them greater
than by > 0. We set ¢k(Mk) = ¢bk(Mk)'

@ Our aim is to add a rank one matrix v - v’ to My so that M1 = My + w has
k + 1 nonzero eigenvalues, all of them greater than bxy1 = by — 6 and
D1 (Mis1) < Ou(Mi).

e We compute

vI(Mi = by )TTAAT (M — b )7ty

Prerr (M) = @icra(Mi) = 1+ vT(Mk — biial) v
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@ For any symmetric matrix M and any b > 0, we define the potential with barrier b by

®p(M) = tr(AT(M - bl)’lA).

@ We fix 6 > 0 to be chosen, and write My for the matrix that has been constructed
at the k-th step. We assume that M has k nonzero eigenvalues, all of them greater
than by > 0. We set ¢k(Mk) = ¢bk(Mk)'

@ Our aim is to add a rank one matrix v - v’ to My so that M1 = My + w has
k + 1 nonzero eigenvalues, all of them greater than bxy1 = by — 6 and
D1 (Mis1) < Ou(Mi).

e We compute

v (M = s ) TTAAT (M — b )ty
us(Ms) = 0s() — B el

@ So, in order to have ®;1(Mii1) < Pu(My), we need to choose a vector v such that

v (M = ba ) PAAT (M — b l) !

v
< — .
14+ vT (Mg — byy1l)~tv < Pe(M) = D1 (M)
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Proof

@ We saw that a sufficient condition so that My + vv” will have exactly k + 1 positive
eigenvalues, all of them greater than byy1, is

14+ v (My = b ) 'v <.

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018



@ We saw that a sufficient condition so that My + vv” will have exactly k + 1 positive
eigenvalues, all of them greater than byy1, is

14+ v (My = b ) 'v <.

@ Choosing a vector v that verifies both this inequality and

~vI(My = b)) TPAAT(My — bial) Ty
1+ VT(Mk — bk+1/)*1v

< Op(My) — Dper1(My).
is equivalent to choosing v so that

vI(My — by l) TAAT (My — bya )ty

< ((Dk(Mk) — ¢k+1(Mk)) ( —-1- VT(Mk — bk+1l)7lv).

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 38 /43



@ We saw that a sufficient condition so that My + vv” will have exactly k + 1 positive
eigenvalues, all of them greater than byy1, is

14+ v (My = b ) 'v <.

@ Choosing a vector v that verifies both this inequality and

~vI(My = b)) TPAAT(My — bial) Ty
1+ VT(Mk — bk+1/)*1v

< Op(My) — Dper1(My).

is equivalent to choosing v so that
vI(My — by l) TAAT (My — bya )ty
< ((Dk(Mk) — ¢k+1(Mk)) ( —-1- VT(Mk — bk+1l)7lv).

o Since AAT < ||A||3/ and (M — by41/) ™t is symmetric, it is sufficient to choose v so
that
VT(Mk — bk+1/)72V <

2 (Pu(Me) = @ua(M)) (= 1= v (Mic = b l) Hv).

Apostolos Giannopoulos (University of Athens) Banach-Mazur distance to the cube Castro Urdiales, September 2018 38 /43



@ We set 7p := {j < m| aj # 0} where («;j)j<m are the diagonal entries of D. Since
we have assumed that Ker(D) C Ker(A), we have

1AIEs = 1Ag* = > |Agl® < |mol - A2,

j<m JETD

and thus |7p| > [|Allfis/[|All3.
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@ We set 7p := {j < m| aj # 0} where («;j)j<m are the diagonal entries of D. Since
we have assumed that Ker(D) C Ker(A), we have

2 2 2 2
1AIEs = 1Ag* = > |Agl® < |mol - A2,
j<m JETD

and thus |7p| > [|Allfis /| All3.

@ At each step, we will select a vector v satisfying the condition among (%)jem.
J
What we need is to find j € 7p such that
(Ae)T (Mi — bs1l) "> Agj

< (M) — Drq1(Mi)
S 2
IAll3

( — a2 — (Ag)T (Mi — bk“/)*lAej).
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@ We set 7p := {j < m| aj # 0} where («;j)j<m are the diagonal entries of D. Since
we have assumed that Ker(D) C Ker(A), we have

1AIEs = 1Ag* = > |Agl® < |mol - A2,
j<m JETD
and thus |7p| > [|Allfis /| All3.
@ At each step, we will select a vector v satisfying the condition among (%)jem.
What we need is to find j € 7p such that
(Ag)) " (My — brs1l) 2 Ag
(M) — Drq1(Mi)
S >
I[Al13

( —a? — (Ag)T (My — bk“/)*lAe,).

@ The existence of such a j € 7p is guaranteed by the fact that the condition holds
true if we take the sum over all (%)J—ETD.
J
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The hypothesis Ker(D) C Ker(A) implies that
® Z(Aej)T(M“ - bk+1l)72Aej = tr(AT(Mk - bk+ll)72A).
J€TD

° Z(Aej)T(M" — bial) A = tr(AT(Mk - bk+ll)_1A) = O (Mi).

JETD
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The hypothesis Ker(D) C Ker(A) implies that
o > (Ag) (M — bisal) Aej = tr(AT(Mk - kaI)’ZA),
JETD
o > (Ag) (Mi — biial) " Ae; = tr(AT(I\/Ik - kaI)_lA) — Dpar(My).
JETD
Therefore it is enough to prove that, at each step,
S (My) — g1 (Mi)
[IAl12

tr(AT(My — bis1l) 2 A) < ( —ID|fs — ¢k+1(Mk)).
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The next lemma provides the conditions that are required at each step in order to prove

Sr(My) — g1 (Mi)
Al13

(AT (Mi — bisal) 2A) < (= IDIfs = Prsa (M) ).
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Proof

The next lemma provides the conditions that are required at each step in order to prove

Sr(My) — g1 (Mi)

tr(AT (My — bisal) 2A) < .
IAll12

Lemma

(= 1D1s — ©xa(Mi) ).

Suppose that M has k nonzero eigenvalues all greater than bg, and write Zx for the

orthogonal projection onto the kernel of M. If

A 2
Ok (Mi) < —||Dlfs — I 6”2

and )
0<d< b < 5%,

A3

then there exists i € 7p such that My.; := My + (Ae’) . (%

eigenvalues all greater than byi1 := b — 0 and P11 (Mit1) <

=
has k + 1 nonzero
& (My).
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@ We are now able to complete the proof of the theorem. We must verify that the two
conditions ,
A
@u(My) < —DJfs — 1412
and )
Z A
0<d< b < 5%,
[[All2

of the Lemma hold at each step.
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@ We are now able to complete the proof of the theorem. We must verify that the two
conditions ,
A
@u(My) < —DJfs — 1412
and )
Z A
0<d< b < 5%,
[[All2
of the Lemma hold at each step.

@ At the beginning we have My = 0 and Zx = I, so we must choose a barrier by such

e JAIE JAI3
A HS 2 A 2
_ < —||D _
oS < —l1Dlfks - 15
" JAJE
A HS
bp <4 .
I
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@ We are now able to complete the proof of the theorem. We must verify that the two
conditions ,
A
@u(My) < —DJfs — 1412
and )
Z A
0<d< b < 5%,
[[All2
of the Lemma hold at each step.

@ At the beginning we have My = 0 and Zx = I, so we must choose a barrier by such

e JAIE JAI3
A HS 2 A 2
_ < —||D _
oS < —l1Dlfks - 15
" JAJE
A HS
bp <4 .
I

@ We choose

€
bo = cl[Alfks/IDIfis and 5= I/l Dlfs.
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@ We choose

€
1—c¢

by = e||Allas/|I Dl and &= IAI3/11Dlffrs-
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@ We choose

€
1—c¢

by = e||Allas/|I Dl and &= IAI3/11Dlffrs-

o At the (k + 1)-th step

1Al
5

®us1(Mig1) < —||D|lfrs —

holds because ®xy1(Mi+1) < Px(My).
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@ We choose

€
bo := €| Allfis/IIDllfs and 6 := T

3/IID|lis-
o At the (k + 1)-th step

1Al
5

®us1(Mig1) < —||D|lfrs —

holds because ®yi1(Mi+1) < Pi(My).
@ Since || ZA||4s decreases at each step by at most ||A||2, the right-hand side of

< gl ZeAls

0<d< b < )
[IAlI3

2
decreases by at most §, and therefore byy1 < 6% also holds.
2
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@ We choose

€
bo = el Alliis/IDlfis and 6 := | AI3/IIDlfs.
o At the (k + 1)-th step

1Al
5

®py1(Mii1) < —||Dllfis —
holds because ®yi1(Mi+1) < Pi(My).

@ Since || ZA||4s decreases at each step by at most ||A||2, the right-hand side of

< gl ZeAls

0<d< b < )
[IAlI3

2
decreases by at most §, and therefore byy1 < 6% also holds.
2
e Finally note that, after ko = (1 — €)?||Al|s/||All3 steps, the barrier will be
b, = bo — ko0 = €*||Allrs /|| Dl s

This completes the proof.
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