Study of a CE Mechanism in Cyclic Chronopotentiometry with Spherical Electrodes
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Abstract
The complete theory corresponding to a CE mechanism when applying cyclic chronopotentiometry to a spherical electrode of any size is developed. The influence of several variables on the transition time ratios, such as the electrode radius, rate constants of the homogeneous chemical reaction and current density, is discussed. A simple and practical criterion based on the variation of current density applied to the electrode is proposed for the detection of a CE mechanism.

Keywords: CE mechanism, cyclic chronopotentiometry, spherical electrodes, transition time ratios.

Introduction
The study of a CE mechanism, in which the charge transfer reaction follows a homogeneous chemical reaction, has been reported in the literature using several chronopotentiometric techniques such as constant current chronopotentiometry [1], chronopotentiometry with programmed current [2-4], and alternating current chronopotentiometry [5], and with planar and conventional sized spherical electrodes. In these techniques, only one current signal is applied to the electrode. However, electrochemical techniques in which the electrical perturbation (potential or current) is applied more than once are of great interest both analytically and kinetically [6,7]. Thus, a more exhaustive study of this type of
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processes with kinetic complications can be made using cyclic chronopotentiometry, a classical electrochemical technique consisting of the application of several successive current steps of alternating signs to a determined electrode without the balance being recovered in the electrode-solution interphase. This technique was introduced by Herman and Bard in 1963 [8], who applied it to plane electrodes, and its use has been shown for the qualitative and quantitative study of electrode processes [9-13]. The technique was extended to conventional sized spherical electrodes in references [14-16].

In this paper, we have developed the theory concerning a CE mechanism in cyclic chronopotentiometry for spherical electrodes of any size, including planar electrodes and spherical ultramicroelectrodes as particular cases.

From this general theory, we analyse the response obtained in cyclic chronopotentiometry for a CE process and we discuss the influence of several variables, such as the electrode radius, on the transition time ratios ($\tau_{\text{step}}/\tau_{\text{appt}}$), the evolution of which with the number of current steps applied can be used as a criterion to establish the presence of kinetic complications. We have proved that the characteristic behaviour of the transition time ratios corresponding to a CE process with the chemical rate constants can be also attained by changing the density current applied, something that is very easy to do experimentally. We also indicate how to obtain kinetic information of the process, and we conclude that cyclic chronopotentiometry has real advantages over other techniques for the study of a CE mechanism.

Theory

The reaction scheme for the CE mechanism can be written as (see notation)

$$A \underset{k_1}{\xrightleftharpoons[k_2]} O + ne^{-} \underset{k_3}{\xrightleftharpoons[k_4]} R$$  \hspace{1cm} (I)

We will consider a spherical static electrode of any size, and we will analyse the response of CE processes in cyclic chronopotentiometry. This technique consists of applying successive and alternating sign current steps in the following way
where, for the sake of simplicity, it has been supposed that all the current steps have the same absolute value, \( I_o \). In this scheme, \( \tau_j \) is the time during which a current step \( j \) (\( j = 1 \) to \( k \)) is applied, and \( \tau_j \) is the time for which the change in sign is produced, being the transition time corresponding to any reduction of species \( O \) (forward transition times, \( \tau_1, \tau_3, \tau_5, \ldots \)) or to any oxidation of species \( R \) (reverse transition times, \( \tau_2, \tau_4, \tau_6, \ldots \)). Thus, during the application of the \( j \)th current step, the total time elapsed from the beginning of the experiment is given by

\[
t = \tau_1 + \tau_3 + \ldots + \tau_{2j-1} + \tau_j
\]

(1)

Under these conditions, when the \( j \)th current step is applied, the following equation system must be solved in order to obtain the expressions for the concentration profiles \( c_i^j(r, t_j) \), \( i = A, O, R \) of species involved in a CE process

\[
\begin{align*}
\hat{\delta}_x c_A^j &= -k_3 c_A^j + k_2 c_0^j \\
\hat{\delta}_x c_O^j &= k_3 c_A^j - k_2 c_0^j \\
\hat{\delta}_x c_R^j &= 0
\end{align*}
\]

(2)

with \( \hat{\delta}_x \) being the operator for the second Fick’s law in spherical diffusion

\[
\hat{\delta}_x = \frac{\partial}{\partial t} - D_i \left( \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} \right)
\]

(3)

where \( D_i \) is the diffusion coefficient of species \( i \), and \( r \) is the distance from the centre of the electrode to any point in the solution.
The boundary value problem is given by

\[
\begin{align*}
\begin{cases}
    t_j = 0, r \geq r_0, \\
    t_j > 0, r \to \infty
\end{cases}
\end{align*}
\]

\[
\begin{align*}
    c_i^j(r, t_j) &= c_i^{j-1}(r, t), c_0^j(r, t_j) = c_0^{j-1}(r, t), c_k^j(r, t_j) = c_k^{j-1}(r, t) \quad (j > 1) \\
    c_i^j(r, t_j) &= c_i^j, c_0^j(r, t_j) = c_0^j, c_k^j(r, t_j) = c_k^j \quad (j = 1)
\end{align*}
\]  

(4)

\[
\begin{align*}
    t_j > 0, r = r_0 : \\
    D_0 \left( \frac{\partial c_i^j}{\partial r} \right)_{r=r_0} &= -D_0 \left( \frac{\partial c_i^j}{\partial r} \right)_{r=r_0} \left[ \frac{(-1)^{j-1} I_j}{nF \alpha} \right] \\
    D_k \left( \frac{\partial c_i^j}{\partial r} \right)_{r=r_0} &= 0
\end{align*}
\]  

(5)

(6)

where \( c_i^{j-1}(r, t) \) (\( i = A, O \) or \( K \)) are the solutions for the \((j-1)\)th current step applied and \( r_0 \) is the electrode radius.

The solution of equation system (2) with the boundary value problem given by eqs. (4)-(6) has been carried out in the Appendix of this paper and the expressions for \( c_i^j(r, t_j) \) have been obtained. From these, the equations for the special case \( r = r_0 \) (electrode surface) can be deduced. Thus, we find that the equations for the surface concentrations of species participating in the CE mechanism corresponding to the \( j \)th \((j = 1 \to k)\) current step are

\[
\frac{c_i^j(r_0, t_j)}{c_i^j + c_0} = \frac{K_s}{1 + K_s} \left[ 1 - N_{CE} \left\{ (t_{i,j})^{(1/2)} \left[ S_A(x_{i,j}^{c_{i,j}}) - T_A(x_{i,j}^{c_{i,j}}, x_{j,j}^{c_{j,j}}) \right] + 2 \sum_{n=1}^{\infty} (-1)^{n} (t_{i,j})^{(1/2)} \left[ S_A(x_{i,j}^{c_{i,j}}) - T_A(x_{i,j}^{c_{i,j}}, x_{j,j}^{c_{j,j}}) \right] \right\} \right]
\]  

(7)

\[
\frac{c_0^j(r_0, t_j)}{c_i^j + c_0} = \frac{1}{1 + K_s} \left[ 1 - N_{CE} \left\{ (t_{i,j})^{(1/2)} \left[ S_A(x_{i,j}^{c_{i,j}}) + K_s T_A(x_{i,j}^{c_{i,j}}, x_{j,j}^{c_{j,j}}) \right] + 2 \sum_{n=1}^{\infty} (-1)^{n} (t_{i,j})^{(1/2)} \left[ S_A(x_{i,j}^{c_{i,j}}) + K_s T_A(x_{i,j}^{c_{i,j}}, x_{j,j}^{c_{j,j}}) \right] \right\} \right]
\]  

(8)

\[
\frac{c_k^j(r_0, t_j)}{c_i^j + c_0} = \frac{c_k^j}{c_i^j + c_0} + \gamma N_{CE} \left\{ (t_{i,j})^{(1/2)} S_A(x_{i,j}^{c_{i,j}}) + 2 \sum_{n=1}^{\infty} (-1)^{n} (t_{i,j})^{(1/2)} S_A(x_{i,j}^{c_{i,j}}) \right\}
\]  

(9)
where $c_i^*$ ($i = A, O$ or $R$) are the initial concentrations of species $i$, $K_{ao}$ is the equilibrium constant of the chemical reaction for the CE mechanism, which is given by

$$K_{ao} = \frac{k_2}{k_1} = \frac{c_i^*}{c_o}$$

and

$$N_{ce} = \frac{2I_0}{nFAD_0^{1/2}(c_i^* + c_o^*)}$$

$$\gamma = \left( D_o \right)^{1/2}$$

$$t_{x,i} = t_x + t_{x+1} + \ldots + t_j$$

$$t_{x,j} = t_j$$

The functions $S_i(\xi^{a,i})$ and $T_0(\xi^{o,i}, \chi^{e,i})$ ($i = O$ or $R$) are given by the following expressions

$$S_i(\xi^{a,i}) = \frac{1}{\xi^{a,i}} \left( 1 - \exp \left( \xi^{a,i}/2 \right)^2 \text{erfc} \left( \xi^{a,i}/2 \right) \right)$$

$$T_0(\xi^{o,i}, \chi^{e,i}) = \exp(-\chi^{e,i}) \frac{\xi^{o,i}}{4 \chi^{e,i} - (\xi^{o,i})^2} \times$$

$$\left\{ \exp \left( \frac{\xi^{o,i}}{2} \right)^2 \text{erfc} \left( \frac{\xi^{o,i}}{2} \right) - \exp \left( \chi^{e,i} \right) \left[ 1 - \frac{2(\chi^{e,i})^2}{\xi^{o,i}} - \text{erf} \left( (\chi^{e,i})^{1/2} \right) \right] \right\}$$

with variables $\xi^{a,i}$ and $\chi^{e,i}$ given by equations (A69) and (A70) in the Appendix by changing $t_j$ in these equations by $t_{x,j}$ (eq. (13)).

It is worthwhile highlighting that, due to the compact form of eqs. (15) and (16), the solutions presented in this paper are valid for spherical electrodes of any size, from spherical ultramicroelectrodes to planar electrodes.
For planar electrodes \( (r_\infty \to \infty, \text{i.e. } \xi^{x,j} \to 0) \), eqs. (15) and (16) become

\[
i^{x,j}_2 S_i \left( \xi^{x,j} \to 0 \right) = \frac{i^{x,j}_2}{\pi^{1/2}}
\]

and

\[
i^{x,j}_2 T_0 \left( \xi^{x,j} \to 0, \chi^{x,j} \right) = \frac{i^{x,j}_2 \text{erf} \left( (\chi^{x,j})^{1/2} \right)}{2(\chi^{x,j})^{1/2}}
\]

and if \( \chi^{x,j} \gg 1 \), then eq. (18) can be written as

\[
i^{x,j}_2 T_0 \left( \xi^{x,j} \to 0, \chi^{x,j} \gg 1 \right) = \frac{1}{2(k_1 + k_2)^{1/2}}
\]

For conventional sized spherical electrodes, when \( \chi^{x,j} \gg 1 \), from eq. (16) we obtain

\[
i^{x,j}_2 T_0 \left( \xi^{x,j}, \chi^{x,j} \gg 1 \right) = \frac{\sigma^2 (k_1 + k_2)^{3/2} - D_0^{1/2} r_0}{2\sigma^2 (k_1 + k_2) - 2D_0}
\]

For ultramicroelectrodes \( (r_\infty \to 0 \text{ and } \xi^{x,j} \gg 1) \), eqs. (15) and (16) are simplified to

\[
i^{x,j}_2 S_i \left( \xi^{x,j} \gg 1 \right) = \frac{i^{x,j}_2}{2D_0^{1/2}}
\]

The potential-time response for the \( j \)th \( (j = 1 \text{ to } k) \) current step can be deduced by substituting the expressions obtained for the surface concentrations of the oxidized and the reduced species, \( c_o^j(r_\infty, t_j) \) and \( c_r^j(r_\infty, t_j) \) (eqs. (8) and (9)), in the Butler-Volmer equation

\[
\frac{(-1)^{j-1} I_n}{nFA} = k_f c_o^j(r_\infty, t_j) - k_b c_r^j(r_\infty, t_j)
\]

Thus, we obtain the following expression

\[
\]
\[ \frac{N_{CE} D_{0}^{1/2}}{2k^{3}} e^{-\frac{\eta}{kT}} = (-1)^{\nu} \times \]

\[ \left[ \frac{1}{1 + K_{\infty}} \left[ \left( t_{1} \right)^{2} \left[ S_{0} (\tilde{E}_{0}^{i}) + K_{\infty} \sigma_{0} (\tilde{E}_{0}^{i}, \chi^{k}) \right] + 2 \sum_{n=2}^{\infty} (-1)^{\nu-1} (t_{n})^{2} \left[ S_{n} (\tilde{E}_{0}^{i}) + K_{\infty} \sigma_{n} (\tilde{E}_{0}^{i}, \chi^{k}) \right] \right] \right] - \]

\[ e^{\frac{\eta}{kT}} \left[ \frac{\tilde{S}_{0}^{k}}{S_{0}^{k} + C_{0}} + \gamma N_{CE} \left( t_{1} \right)^{2} S_{0} (\tilde{E}_{0}^{i}) + 2 \sum_{n=2}^{\infty} (-1)^{\nu-1} (t_{n})^{2} S_{n} (\tilde{E}_{0}^{i}) \right] \]

(23)

with

\[ \eta(t) = \frac{nF}{RT} \left( E(t) - E^{\circ} \right) \]  

(24)

Eq. (23) can be simplified in two limit cases:

- When \( k^{\delta} \to \infty \) (reversible charge transfer reaction) we obtain, for any current step applied, the following expression

\[ \eta(t) = \ln \left[ \frac{1 - N_{CE} \left( t_{1} \right)^{2} \left[ S_{0} (\tilde{E}_{0}^{i}) + K_{\infty} \sigma_{0} (\tilde{E}_{0}^{i}, \chi^{k}) \right] + 2 \sum_{n=2}^{\infty} (-1)^{\nu-1} (t_{n})^{2} \left[ S_{n} (\tilde{E}_{0}^{i}) + K_{\infty} \sigma_{n} (\tilde{E}_{0}^{i}, \chi^{k}) \right] \right]}{\left( 1 + K_{\infty} \right) \left[ \frac{\tilde{S}_{0}^{k}}{S_{0}^{k} + C_{0}} + \gamma N_{CE} \left( t_{1} \right)^{2} S_{0} (\tilde{E}_{0}^{i}) + 2 \sum_{n=2}^{\infty} (-1)^{\nu-1} (t_{n})^{2} S_{n} (\tilde{E}_{0}^{i}) \right]} \]  

(25)

- When \( k^{\delta} \ll 1 \) (totally irreversible charge transfer reaction), the response obtained depends on the sign of the current step applied:

  a) If \( j \) is odd (the sign of the current is positive and a reduction process takes place)

\[ \eta(t) = \frac{1}{\alpha} \ln \left[ \frac{1 - N_{CE} \left( t_{1} \right)^{2} \left[ S_{0} (\tilde{E}_{0}^{i}) + K_{\infty} \sigma_{0} (\tilde{E}_{0}^{i}, \chi^{k}) \right] + 2 \sum_{n=2}^{\infty} (-1)^{\nu-1} (t_{n})^{2} \left[ S_{n} (\tilde{E}_{0}^{i}) + K_{\infty} \sigma_{n} (\tilde{E}_{0}^{i}, \chi^{k}) \right] \right]}{\left( 1 + K_{\infty} \right) N_{CE} \frac{D_{0}^{1/2}}{2k^{3}}} \]  

(26)
b) If \( j \) is even (the sign of the current is negative and an oxidation process takes place)

\[
\eta(t_j) = \frac{1}{\alpha - 1} \ln \left( \frac{c^*_d + c^*_o}{c^*_d + c^*_o} + \gamma N_{CE} \left\{ (t_{i,j})^{\alpha} S_k(\xi^{+,i}) + 2 \sum_{k=1}^{2} (-1)^{\nu_i} (t_{k,i})^{\alpha} S_k(\xi^{+,i}) \right\} \right)
\]

\[ \frac{D_{0,i}^2}{2k^2} \]

The expressions corresponding to the transition time of the \( j \)th current step \((j > 1)\) can be obtained by making \( c^*_d(t_j,t_j) = 0 \) in eq. (8) if \( j \) is odd and \( c^*_d(t_j,t_j) = 0 \) in eq. (9) if \( j \) is even. Thus, we find

\[
\tau_{\text{trans}}^{(j)} = \left( 1 - N_{CE} \left\{ (t_{i,j})^{\alpha} S_0(\xi^{+,j}) + K_{ao} T_0(\xi^{+,j}, X^{+,j}) \right\} + 2 \sum_{k=1}^{2} (-1)^{\nu_i} (t_{k,i})^{\alpha} S_k(\xi^{+,j}) \right) \]

\[ \frac{2N_{CE} \left\{ S_0(\xi^{+,j}) + K_{ao} T_0(\xi^{+,j}, X^{+,j}) \right\}} \]

\[ \]

\[ 2N_{CE} S_k(\xi^{+,j}) \]

\[
\tau_{\text{trans}}^{(j)} = \left( \frac{c^*_d + c^*_o}{c^*_d + c^*_o} + \gamma N_{CE} \left\{ (t_{i,j})^{\alpha} S_k(\xi^{+,j}) + 2 \sum_{k=1}^{2} (-1)^{\nu_i} (t_{k,i})^{\alpha} S_k(\xi^{+,j}) \right\} \right)
\]

\[ \frac{D_{0,i}^2}{2k^2} \]

In the particular case \( j = 1 \), from eq. (8) we obtain

\[
\tau_1^{(1)} = \left( \frac{1}{N_{CE} \left\{ S_0(\xi^{+,1}) + K_{ao} T_0(\xi^{+,1}, X^{+,1}) \right\}} \right)
\]

The equations deduced for the surface concentrations, potential-time response and transition time of a CE mechanism become those corresponding to a simple charge transfer reaction (E mechanism) when \( K_{ao} = 0 \). This behaviour also occurs, for \( K_{ao} \neq 0 \), when \( X^{+,j} = 0 \) or \( X^{-,j} \to \infty \) (see Results and discussion). In these cases, our equations coincide with those obtained in reference [14].
Experimental
In cyclic chronopotentiometry, successive current steps are applied according to scheme (II). Their sign is alternately changed at a time which may be less than the transition time corresponding to the jth current step, \( \tau_j \), or equal to it. We will consider that the current is reversed when the transition time \( \tau_j \) is reached, which is actually the most common case in practice.

Fig. 1.a shows the variation of the surface concentration of species \( O \) and \( R \), participating in the electrochemical reaction. In a CE mechanism, \( O \) is the oxidized species and its concentration becomes zero at the surface of the electrode at odd transition times \( (\tau_1, \tau_3, \tau_5, \ldots) \), while \( R \) is the reduced species and its concentration becomes zero at the surface of the electrode at even transition times \( (\tau_2, \tau_4, \tau_6, \ldots) \).

Figs. 1.b and 1.c show the typical potential-time response for a CE mechanism in a cyclic chronopotentiometric experiment in the case of a reversible charge transfer reaction (Fig. 1.b) and in the contrary case of an irreversible electrochemical reaction (Fig. 1.c). In these figures, the values of the transition times can be also observed.

In cyclic chronopotentiometry, it is of great interest to study the variation of the transition time ratios, defined with respect to the transition time of the first electrochemical reaction, \( \tau_1 \), as

\[
\alpha_j = \frac{\tau_j}{\tau_1}
\]  

(31)

with the number of alternating current steps applied, \( j \), since it allows us to characterize the electrode process. It is useful to plot the transition time ratios vs. \( j \) for the CE mechanism, as well as those obtained for an E mechanism, which is taken as a reference.
Figure 1.a. Variation of the surface concentration of species $O$ (solid line) and $R$ (dashed line) with time in cyclic chronopotentiometry ($j = 1, 2, 3, 4, 5$) for a CE mechanism (eqs. (8) and (9)). $K_{AO} = 1$, $k_1 + k_2 = 15 \text{ s}^{-1}$, $N_{CE} = 1.5 \text{ s}^{1/2}$, $D_0 = 10^{-5} \text{ cm}^2 \text{s}^{-1}$, $\gamma = 1$, $c_0' = 0$, $r_0 = 10^{-2} \text{ cm}$.

Figure 1.b. Potential-time curves corresponding to the application of five current steps for a CE mechanism with reversible charge transfer reaction (Eq. (25)). $T = 298 K$, $n = 1$. Other conditions as in Fig. 1.a.

Figure 1.c. Potential-time curves corresponding to the application of five current steps for a CE mechanism with irreversible charge transfer reaction (Eq. (26)). $k'^{o} = 10^{-5} \text{ cm s}^{-1}$, $\alpha = 0.5$. Other conditions as in Fig. 1.b.
As can be deduced from eq. (28), the transition time obtained for a CE mechanism when a reduction process takes place \((j \text{ odd})\) is given as a function of the equilibrium and rate constants of the chemical reaction. However, when an even current step is applied (eq. (29)), the transition time does not depend explicitly on these parameters. Thus, odd transition time ratios show a behaviour quite different to that observed for even ones, and that is why they need to be studied separately.

Fig. 2 shows the influence of \(k_1 + k_2\) on the variation of the transition time ratios with the number of current steps applied, considering a planar electrode and \(K_{so} = 2\).

![Graph](image)

**Figure 2.** Influence of the rate constants on the variation of \(\tau_j/\tau_1\) with \(j\) for a CE mechanism in a planar electrode (Eqs. (28)-(30) and (17), (18)). \(K_{so} = 2\). The values of \(k_1 + k_2\) (in \(s^{-1}\)) are shown on the curves. The curve with label "E" corresponds to the behaviour of a simple E mechanism. a) \(j \text{ odd}\); b) \(j \text{ even}\). Other conditions as in Fig. 1.a.
Fig. 2.a corresponds to odd values of \( j \) and figure 2.b to \( j \) even. Both figures show that relations \( a_j \) are coincident with those obtained for an E mechanism (curves labelled with "E" in figure) in two cases:

1. For \( k_1 + k_2 \leq 10^{-2} \text{ s}^{-1} \) (immobile chemical equilibrium), species \( A \) and \( O \) do not interconvert chemically. Consequently, \( A \) merely acts as a chemically inert component of the system, and hence we observe a response which corresponds to an E mechanism with an initial concentration of species \( O \) equal to \( c_o' \) (bulk concentration of species \( O \) before the first current step is applied).

2. For \( k_1 + k_2 \geq 50 \text{ s}^{-1} \), the chemical equilibrium is totally mobile, and the system behaves as an E mechanism with an initial concentration of electroactive species \( O \) equal to \( c_o' + c_o'' \). Thus, even though absolute transition times are greater than those in the situation above, the transition time ratios are identical in both cases.

For intermediate values of \( k_1 + k_2 \), it can be observed in figures 2.a and 2.b that \( a_j \) are greater than those corresponding to an E mechanism for any value of \( j \). However, both figures show a different behaviour. Thus, for even values of \( j \), the transition time ratios always increase with the number of current steps applied (Fig 2.b), while, if \( j \) is odd (Fig. 2.a), the ratios \( a_j \) exhibit the most characteristic behaviour of the CE mechanism: there is a range of values of \( k_1 + k_2 \) (0 \( \leq k_1 + k_2 \leq 5 \) in Fig. 2.a) for which the transition time ratios first decrease but then increase with the growing number of current steps applied. As can be observed, this does not occur with an E mechanism (\( a_j \) always decrease with \( j \)). Therefore, it is possible to characterize a CE mechanism by changing the rate constants, which can be done by modifying the experimental conditions (such as pH in the case of the reduction of an acid in a buffered solution or the concentration of ligand in the case of the reduction of a metal complex) if the chemical reaction is of pseudo-first order.
The existence of a CE mechanism can be shown as well if we change the current density applied to the electrode, that is, if we change the variable $N_{CE}$ (eq. (11)). In Fig. 3 we have plotted the transition time ratios corresponding to a CE mechanism (planar electrode) vs. $j$ ($j$ odd in Fig. 3.a and $j$ even in Fig. 3.b) for several values of $N_{CE}$. As in Fig. 2, the curve labelled with “E” corresponds to an E mechanism.
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**Figure 3.** Influence of the current density on the variation of $\tau_j/\tau_1$ with $j$ for a CE mechanism in a planar electrode (eqs. (28)-(30) and (17), (18)). $k_1 + k_2 = 10$ s$^{-1}$. The values of $N_{CE}$ (in s$^{-1/2}$) are shown on the curves. a) $j$ odd; b) $j$ even. The curve with label “E” corresponds to the behaviour of a simple E mechanism. Other conditions as in Fig. 2.
This figure has been prepared with a value of the rate constants \( (k_1 + k_2 = 10 \text{ s}^{-1}) \) for which the odd transition time ratios do not show the typical behaviour of a CE mechanism in the conditions of Fig. 2.a. From the analysis of Fig. 3.a we can conclude that:

a) The variation of \( N_{ce} \) has an influence on the ratios \( a_j \). This does not occur in an E mechanism, where the transition time ratios are independent on the current density applied for planar electrodes (and a similar behaviour is observed for spherical electrodes).

b) The transition time ratios show the peculiar behaviour described above for high values of \( N_{ce} \), and so we can characterize a CE mechanism by changing the current density applied, what is very easy to do experimentally.

Thus, an increase of \( N_{ce} \) achieves the same effect as a possible or hypothetic diminution of \( k_1 + k_2 \), and therefore, it is a way of externally modifying, through an experimental variable, the mobility of the chemical equilibrium coupled to the charge transfer reaction.

In order to analyse the influence of the sphericity, in Fig. 4 we have plotted the variation of the transition time ratios corresponding to a CE mechanism with \( j \), for several values of \( r_s \).

As can be observed, the ratios \( a_j \) decrease always when \( r_s \) diminishes. The behaviour is qualitatively the same as that shown for a planar electrode, but, from a quantitative point of view, the effect exerted by the electrode radius on the transition time ratios is very important, and becomes greater with the growing number of current steps applied. Therefore, it is specially important in cyclic chronopotentiometry, and it is consequently of great interest to have deduced equations available that take into account the sphericity of the electrode.
Figure 4. Influence of the sphericity on the variation of $\tau_j/\tau_1$ with $j$ for a CE mechanism (Eqs. (28)-(30)). $k_1 + k_2 = 10$ s$^{-1}$. The values of $r_s$ (in cm) are shown on the curves. The curve with $r_s \rightarrow \infty$ corresponds to a planar electrode. a) $j$ odd; b) $j$ even. Other conditions as in Fig. 2.

The study of the transition time ratios can also be used to calculate the rate constants of the chemical reaction coupled to the charge transfer reaction, as has been pointed out in reference [9]. The rate constants can be determined by comparing theoretical and experimental $\tau_j/\tau_1$ vs. $j$ curves. This method is more advantageous than that described in references [3, 4, 16], where constant current and current reversal chronopotentiometry are used, because in the first case we obtain all the kinetic information from only one transition time measurement ($\tau_1$), and in the case of current reversal, the ratio $\tau_j/\tau_1$ is independent on kinetic
parameters. However, in cyclic chronopotentiometry we can apply as many current steps as we want to.
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Notation and definitions
$k_f, k_b$ heterogeneous rate constants of forward (reduction) and backward (oxidation) charge transfer processes
$k_0$ apparent heterogeneous rate constant of charge transfer at $E^0$
$\alpha$ charge transfer coefficient
$k_1, k_2$ rate constants of the homogeneous chemical reaction
$K_{eq}$ equilibrium constant of the chemical reaction ($=k_2/k_1$)
$r$ distance from the centre of the spherical electrode to any point in the solution
$r_e$ electrode radius of the spherical electrode
$c_i'(r,e)$ concentration profile of species $i$ ($i=A, O$ or $R$) when a $j$ current step is applied
$c_i'(r_e,t)$ surface concentration of species $i$ ($i=A, O$ or $R$) when a $j$ current step is applied
$c_i'$ bulk concentration of species $i$ ($i=A, O$, or $R$)
$t$ time elapsed between application of the first and the $j$th current step ($=\tau_1 + \tau_2 + ... + \tau_j$)
$t_{ej}$ time elapsed between application of the $n$th and the $j$th current step ($=\tau_n + \tau_{n+1} + ... + \tau_j$)
$t_j$ time during which a $j$ current step is applied ($0 \leq t_j \leq \tau_j$)
$a_j$ transition time ratios
$\tau_j$ transition time of the $j$th current step
$n$ number of the electrons transferred in the electrochemical reaction
$F$ Faraday constant
$A$ area of the electrode
$I_0$ absolute value of the current step applied
$D_i$ diffusion coefficient of species $i$ ($i=A, O$ or $R$ and $D_A = D_O$)
$N_{ce}$ $= 2I_0/nFAD_0^2 (c_A' + c_O')$
\[ \gamma = \left( \frac{D_0}{D_\kappa} \right)^{1/2} \]

\[ \xi_{ij}^{*,0} \] dimensionless parameter of spherical diffusion \( = 2 \sqrt{D_{i,j} / \bar{r}_0} \)

\[ \chi_{*,j} \] dimensionless parameter referring to the chemical reaction \( = (k_i + k_j) / \bar{r}_0 \)

\[ E(t_i) \] time-dependent potential

\[ E^v \] formal potential of the electrode reaction

\[ \Delta E = E(t_i) - E^v \]
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**Appendix**

1. **Application of the first current step**

When a spherical electrode of any size is considered, the mass transport to the electrode surface when the first current step is applied is described by the differential equation system (eq. (2) with \( j = 1 \))

\[
\begin{align*}
\frac{\partial c_j}{\partial t} &= -k_j c_j + k_0 c_0 \\
\frac{\partial c_0}{\partial t} &= k_j c_j - k_0 c_0 \\
\frac{\partial c_k}{\partial t} &= 0
\end{align*}
\]

(A1)

where \( \delta_i \) (\( i = A, O \) or \( R \)) is the operator for the second Fick’s law given by eq. (3).

The boundary value problem (Eqs. (4)-(6)) is given by:

\[
\begin{align*}
t_i = 0, & \quad r \geq r_0 \\
t_i > 0, & \quad r \rightarrow \infty \\
& \quad c_j = c_j^*, \quad c_0 = c_0^*, \quad c_k = c_k^*
\end{align*}
\]

(A2)

\[
D_0 \left( \frac{\partial c_j}{\partial r} \right)_{r=r_0} = -D_k \left( \frac{\partial c_k}{\partial r} \right)_{r=r_0} = \frac{I_t}{nFA}
\]

(A3)

\[
D_k \left( \frac{\partial c_k}{\partial r} \right)_{r=r_0} = 0
\]

(A4)

By introducing the variables:

\[
\zeta_j^i (r, t_i) = c_j^i (r, t_i) + c_0^i (r, t_i)
\]

(A5)

\[
\phi_j^i (r, t_i) = (c_j^i (r, t_i) - K_{ao} c_0^i (r, t_i)) e^{k_j r / nF}
\]

(A6)

and with the assumption

\[
D_k = D_0 \neq D_a
\]

(A7)
the differential equation system (A1) and the boundary value problem (eqs. (A2)-(A4)) are transformed into:

\[
\hat{\phi} \frac{\partial \phi'}{\partial t} = \hat{\phi} \frac{\partial \phi'}{\partial t} = \hat{\phi} \frac{\partial \phi'}{\partial r} = 0
\]  
(A8)

\[
t_i = 0, \quad r \geq r_0 \\
t_i > 0, \quad r \rightarrow \infty
\]

\[
\phi' = \phi'_0, \quad \phi' = \phi'_s
\]  
(A9)

\[
t_i > 0, \quad r = r_0:
\]

\[
D_0 \left( \frac{\partial \phi'}{\partial r} \right)_{r=r_0} = -D_s \left( \frac{\partial \phi'}{\partial r} \right)_{r=r_0} = \frac{I_0}{nFA}
\]  
(A10)

\[
\left( \frac{\partial \phi'}{\partial r} \right)_{r=r_0} = -K_0 e^{(k+\beta)h} \frac{I_0}{nFAD_0}
\]  
(A11)

This problem can also be solved by introducing the variables

\[
u' = \frac{\phi'}{c_s + c_0} \frac{r}{r_0}
\]  
(A12)

\[
u' = \frac{\phi'}{c_s + c_0} \frac{r}{r_0}
\]  
(A13)

In such a way, the differential equation system (A8) becomes

\[
\hat{\phi} \frac{\partial \phi'}{\partial t} = \hat{\phi} \frac{\partial \phi'}{\partial t} = \hat{\phi} \frac{\partial \phi'}{\partial r} = 0
\]  
(A14)

where \( \hat{\phi} \) is now

\[
\hat{\phi} = \frac{\partial}{\partial t} - D_s \frac{\partial^2}{\partial r^2}
\]  
(A15)

By supposing that \( \phi' \), \( \phi' \), and \( \phi' \) have the form:

\[
\phi'(r,t) = \sum_{\nu=0}^{\infty} \rho'_{\nu}(\nu')^{\nu} (\nu')^{\nu^2}
\]  
(A16)

\[
\phi'(r,t) = \sum_{\nu=0}^{\infty} \delta'_{\nu}(\nu')^{\nu} (\nu')^{\nu^2}
\]  
(A17)

\[
\phi'(r,t) = \sum_{\nu=0}^{\infty} \sigma'_{\nu}(\nu')^{\nu} (\nu')^{\nu^2}
\]  
(A18)
where

\[ s^1_i = \frac{r - r_0}{2 \sqrt{D_i t_i}} \]  \hfill (A19)

\[ \xi^1_j = \frac{2 \sqrt{D_i t_i}}{r_0} \]  \hfill (A20)

\[ \chi^1_i = (k_1 + k_2)t_i \]  \hfill (A21)

and using the dimensionless parameters method [17] to solve the differential equation system (A8), we obtain the following solutions:

\[ \rho'_1 s_i (s^1_0) = 0 \quad \text{unless} \quad q = 1 \]  \hfill (A22)

\[ \rho'_1 s_i (s^1_0) = -\frac{N_{eq}(c^*_1 + c^*_2)}{(k_1 + k_2)^2} \left[ \frac{\Psi_1 (s^1_0)}{p_1} \right] \]  \hfill (A23)

\[ \rho'_1 s_1 (s^1_0) = -\frac{N_{eq}(c^*_1 + c^*_2)}{(k_1 + k_2)^2} \left[ \frac{\Psi_2 (s^1_0)}{2} - \frac{\Psi_4 (s^1_0)}{2} \right] \]  \hfill (A24)

\[ \rho'_1 s_2 (s^1_0) = -\frac{N_{eq}(c^*_1 + c^*_2)}{(k_1 + k_2)^2} \left[ \frac{\Psi_1 (s^1_0)}{p_1} \frac{p_2 \Psi_2 (s^1_0)}{2} + \frac{p_2 \Psi_4 (s^1_0)}{4} \right] \]  \hfill (A25)

\[ \rho'_1 s_3 (s^1_0) = -\frac{N_{eq}(c^*_1 + c^*_2)}{(k_1 + k_2)^2} \left[ \frac{15}{32} \Psi_4 (s^1_0) - \frac{13}{16} \Psi_2 (s^1_0) + \frac{13}{16} \Psi_4 (s^1_0) \right] \]  \hfill (A26)

\[ \delta s_0 (s^1_0) = \frac{K_{eq} N_{eq}(c^*_1 + c^*_2)}{q! (k_1 + k_2)^{q+1}} \Psi_{2q+1} (s^1_0) \]  \hfill (A27)

\[ \delta s_1 (s^1_0) = \frac{K_{eq} N_{eq}(c^*_1 + c^*_2)}{2q! (k_1 + k_2)^{2q+1}} \left[ \frac{2q+1}{2q+2} \Psi_{2q+1} (s^1_0) - \Psi_{2q+1} (s^1_0) \right] \]  \hfill (A28)

\[ \delta s_2 (s^1_0) = \frac{K_{eq} N_{eq}(c^*_1 + c^*_2)}{4q! (k_1 + k_2)^{2q+1}} \left[ \frac{4(q+1)}{2q+3} \Psi_{2q+1} (s^1_0) - 2p_{2q} \Psi_{2q+1} (s^1_0) + p_{2q} \Psi_{2q+1} (s^1_0) \right] \]  \hfill (A29)
\[
\delta_{14}^{i}(s_{0}^{i}) = \frac{K_{ao}N_{e}^{i}(c_{1}^{i} + c_{2}^{i})}{4q((k_{1} + k_{2})y)^{2}} \left\{ \frac{8q^{2} - 32q^{3} + 40q + 15}{(2q + 4)(2q + 2)} \Psi_{14}^{i}(s_{0}^{i}) - (6q + 4)\Psi_{14}^{i}(s_{0}^{i}) + (6q + 2)\Psi_{14}^{2}(s_{0}^{i}) - 2q\Psi_{14}^{2}(s_{0}^{i}) \right\} 
\]
(A30)

\[
\sigma_{14}^{i}(s_{0}^{i}) = -\gamma \rho_{14}^{i}(s_{0}^{i})
\]
(A31)

where \(\gamma\) is given by eq. (12) and functions \(\rho_{14}^{i}(s_{0}^{i})\) are given by eqs. (A22)-(A26) by changing \(s_{0}^{i}\) by \(s_{0}^{i}\) (eq. (A19)). \(\Psi(s_{0}^{i})\) \((i = O, R)\) are the Kouenecký functions and \(p_{m} = \Gamma(1+m/2)/\Gamma((1+m)/2)\).

2. Application of the second current step

When the second current step \(-I_{s}\) is applied (eqs. (2)-(6) with \(j = 2\)), as this problem is linear, we assume that the expressions of the concentration profiles can be written:

\[
c_{1}^{i}(r,t_{2}) = c_{1}^{i}(r,t_{1}) + c_{2}^{i}(r,t_{2})
\]
(A32)

\[
c_{2}^{i}(r,t_{2}) = c_{2}^{i}(r,t_{1}) + c_{2}^{i}(r,t_{2})
\]
(A33)

\[
c_{2}^{i}(r,t_{2}) = c_{2}^{i}(r,t_{1}) + c_{2}^{i}(r,t_{2})
\]
(A34)

where (see eq. (1))

\[
t = t_{1} + t_{2}
\]
(A35)

\(c_{1}^{i}(r,t)\) \((i = A, O \text{ or } R)\) are the solutions obtained for the application of the first current step, and \(\tilde{c}_{1}^{i}(r,t_{2})\) are the new unknown functions.

Therefore, if we define the new variables

\[
\xi^{i} = c_{1}^{i} + c_{2}^{i} = \xi^{i} + \tilde{\xi}^{i}
\]
(A36)

\[
\phi^{i} = \left(c_{2}^{i} - K_{ao}c_{2}^{i}\right)e^{(k_{1} - k_{2})(t_{2} - t_{1})} = \phi^{i} + \tilde{\phi}^{i}
\]
(A37)
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where \( \zeta^1 \) and \( \phi^1 \) have already been obtained for the previous step, the boundary value problem has now the following, simplified form in terms only of the new unknown functions \( \zeta^2 \) and \( \phi^2 \):

\[
\begin{align*}
\zeta^2 &= \phi^2 = \zeta^2_b = 0 \\
\zeta^2 &= \phi^2 = \zeta^2_b = 0 \\
\zeta^2_b &= 0, \quad r = r_b \Rightarrow \quad \zeta^2_f = \phi^2_f = \zeta^2_f = 0 \\
\zeta^2_f &= \frac{2I_0}{nFAD_0} \\
\phi^2_f &= \frac{2I_0}{nFAD_0} \\
\phi^2_f &= \frac{2I_0}{nFAD_0}
\end{align*}
\]

As can be observed, the boundary value problem which \( \zeta^1 \) must fulfil in the first current step (eq. (A10)) is similar to that corresponding to \( \zeta^2 \) in this second current step (eq. (A39)), changing \( I_0 \) by \( -2I_0 \), while the boundary value problem that \( \phi^1 \) must fulfil in the first current step (eq. (A11)) is analogous to that fulfilled by \( \phi^2 \) in the second current step (eq. (A40)), except for the value of the constant \( -2e^{(h+\lambda)in} \).

By supposing that

\[
\begin{align*}
\zeta^2(r,t_2) &= \sum_{p,q=0} \rho^2_{p,q}(s_0^2)(\zeta^2_b)^p(\chi^2)^q/2 \\
\phi^2(r,t_2) &= \sum_{p,q=0} \delta^2_{p,q}(s_0^2)(\zeta^2_b)^p(\chi^2)^q/2 \\
\zeta^2_b(r,t_2) &= \sum_{p,q=0} \sigma^2_{p,q}(s_0^2)(\zeta^2_b)^p(\chi^2)^q/2
\end{align*}
\]

and proceeding as in the previous current step, we find that

\[
\begin{align*}
\rho^2_{p,q}(s_0^2) &= -2\rho^1_{p,q}(s_0^2) \\
\delta^2_{p,q}(s_0^2) &= -2e^{(h+\lambda)in}\delta^1_{p,q}(s_0^2) \\
\sigma^2_{p,q}(s_0^2) &= -\rho^2_{p,q}(s_0^2)
\end{align*}
\]

where \( \zeta^1 \) and \( \phi^1 \) have already been obtained for the previous step, the boundary value problem has now the following, simplified form in terms only of the new unknown functions \( \zeta^2 \) and \( \phi^2 \):

\[
\begin{align*}
\zeta^2 &= \phi^2 = \zeta^2_b = 0 \\
\zeta^2 &= \phi^2 = \zeta^2_b = 0 \\
\zeta^2_b &= 0, \quad r = r_b \Rightarrow \quad \zeta^2_f = \phi^2_f = \zeta^2_f = 0 \\
\zeta^2_f &= \frac{2I_0}{nFAD_0} \\
\phi^2_f &= \frac{2I_0}{nFAD_0} \\
\phi^2_f &= \frac{2I_0}{nFAD_0}
\end{align*}
\]
\[ s_i^2 = \frac{r - R}{\sqrt{D_i t_i}} \quad (i = O, R) \quad (A47) \]
\[ \xi_i^2 = \frac{2\sqrt{D_i t_i}}{a_0} \quad (i = O, R) \quad (A48) \]
\[ \chi^2 = (k_i + k_0) t_i \quad (A49) \]

and functions \( \rho'_p(s^2_i) \) and \( \delta'_{p, E}(s^2_i) \) have the form given by equations (A22)-(A30), by substituting \( s^2_0 \) by \( s^2_0 \).

The mathematical treatment used for the first and the second current steps can be easily generalised by induction for any number of current steps. Thus, for the \( j \)th current step \( (j > 1) \), by applying the superposition principle \([14, 16, 18]\) we can express the solution for the differential equation system (2) in the form

\[ c'^i_j(r, t) = c'^i_0(r, t) + \tilde{c}^i (r, t_j) \quad (A50) \]
\[ c'^i_0(r, t) = c'^i_0(r, t) + \tilde{c}^i_0 (r, t_j) \quad (A51) \]
\[ c'^i_j(r, t) = c'^i_j(r, t) + \tilde{c}^i_j (r, t_j) \quad (A52) \]

where

\[ c'^{-i}(r, t) = c'^i_0(r, t) + \sum_{n=2}^{N} \tilde{c}^n (r, t_n) \quad (i = A, O, R) \quad (A53) \]

Thus, if we define the functions

\[ \zeta^j = c'^j_0 + c'^{p, 0} = \zeta^{-i} + \tilde{\zeta}^j \quad (A54) \]
\[ \phi^j = \left( c'^j_0 - K_{A0} c'^i_0 \right) e^{(k_i + k_0)t_j} = \phi'^{-i} + \tilde{\phi}^j \quad (A55) \]

with

\[ \zeta'^{-i}(r, t) = \zeta^j (r, t) + \sum_{n=2}^{N} \tilde{c}^n (r, t_n) \quad (A56) \]
\[ \phi'^{-i}(r, t) = \phi^j (r, t) + \sum_{n=2}^{N} \tilde{\phi}^n (r, t_n) \quad (A57) \]

where \( t \) is given by (eq (1))
\[ t = t_1 + t_2 + \ldots + t_j \]  

(A58)

from eqs. (A36)-(A40) it can be demonstrated that the boundary value problem has the generalised form:

\[ t_j = 0, \quad r \geq r_0 \]  

(A59)

\[ t_j > 0, \quad r = r_0 \]  

\[ \tilde{\xi}^j = \tilde{\phi}^j = \tilde{\zeta}^j = 0 \]

\[ t_j > 0, \quad r = r_0 : \quad D_0 \left( \frac{\partial \tilde{\xi}^j}{\partial r} \right)_{r = r_0} = -D_k \left( \frac{\partial \tilde{\zeta}^j}{\partial r} \right)_{r = r_0} = (-1)^{j+1} \frac{2I_0}{nFAD_0} \]

(A60)

\[ \left( \frac{\partial \tilde{\phi}^j}{\partial r} \right)_{r = r_0} = (-1)^j K_{AD}^{(1+k)(1-k)} \frac{2I_0}{nFAD_0} \]

(A61)

As can be deduced from eqs. (A38)-(A40) and (A59)-(A61), the partial solutions \( \tilde{\xi}^j(r, t_j) \), \( \tilde{\phi}^j(r, t_j) \) and \( \tilde{\zeta}^j(r, t_j) \) are formally identical to \( \xi^j(r, t_j) \), \( \phi^j(r, t_j) \) and \( \zeta^j(r, t_j) \), i.e. the superposition principle is fulfilled. Therefore, if we suppose that

\[ \tilde{\xi}^j(r, t_j) = \sum_{\rho = 0} \rho_{j, \rho}^{(0)}(s_j^{(0)})^\rho (\chi^j)^{y^{(0)}} \]

\[ \tilde{\phi}^j(r, t_j) = \sum_{\rho = 0} \delta_{j, \rho}^{(0)}(s_j^{(0)})^\rho (\chi^j)^{y^{(0)}} \]

\[ \tilde{\zeta}^j(r, t_j) = \sum_{\rho = 0} \sigma_{j, \rho}^{(0)}(s_j^{(0)})^\rho (\chi^j)^{y^{(0)}} \]

(A62)

(A63)

(A64)

it is clear that we can express the solutions in the general form

\[ \rho_{j, \rho}^{(0)}(s_j^{(0)}) = 2(-1)^{j+1} \rho_{j, \rho}^{(0)}(s_j^{(0)}) \]

\[ \delta_{j, \rho}^{(0)}(s_j^{(0)}) = 2(-1)^{j+1} e^{(1-k)I_0} \delta_{j, \rho}^{(0)}(s_j^{(0)}) \]

\[ \sigma_{j, \rho}^{(0)}(s_j^{(0)}) = -\gamma \rho_{j, \rho}^{(0)}(s_j^{(0)}) \]

(A65)

(A66)

(A67)

where

\[ s_j^{(i)} = \frac{r - r_0}{2D_j t_j} \quad (i = 0, R) \]

(A68)

278
\[ z_i = \frac{2\sqrt{D_i t_i}}{r_0} \quad (i = O, R) \quad (A69) \]

\[ \chi^j = (k_1 + k_2) t_j \quad (A70) \]

Thus, the concentration profiles (eqs. (A50)-(A52)) are totally determined. From the expressions for the concentration profiles, we can deduce those corresponding to the surface concentrations of species involved in a CE mechanism, which are given by eqs. (7)-(9) in theory.